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Abstract: Text sentiment classification is mainly used to determine the positive and 

negative aspects of sentiment, and obtains practical applications in user selection, 

information query, and information screening. In order to address the shortcomings of 

existing Chinese text sentiment classification algorithms, this paper briefly discusses the 

processing and labeling of the corpus and data collection for the implementation of the 

classification algorithm framework, based on the discussion of the steps of Chinese text 

sentiment classification based on semantic understanding and the process of Chinese text 

sentiment classification based on machine learning. In addition, the design of a hybrid 

semantic understanding and machine learning based Chinese text sentiment classification 

algorithm framework is discussed, and the experimental tests on sentiment classification of 

Chinese text by this paper's algorithm and DF, IG, and SVM are conducted, and the 

experimental data show that the check-all rate, check-accuracy rate, and F-measurement 

rate of this paper's algorithm are as high as 87.12% on average. Therefore, it is verified that 

the hybrid algorithm based on semantic understanding and machine learning is of high 

practical value in Chinese text sentiment classification. 

1. Introduction: 

In the face of different text data, there are still many problems in the practical application of how 

to discriminate the sentiment tendency of text and the application area of sentiment has been 

diversified. Therefore, a more efficient and scientific approach is needed to solve the problem. 

Nowadays, more and more scholars have done a lot of research in Chinese text sentiment 
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classification algorithm through various techniques and system tools, and some research results 

have been achieved through practical research. Tubishat proposed a Chinese text sentiment 

classification method combining machine learning model and semantic understanding. This method 

extracts different sentiment features from Chinese text datasets and uses them as input to a 

classification model combining machine learning model and semantic understanding. Based on the 

machine learning model and semantic understanding technology, the classification results of this 

method and the classification results of SVM are experimentally analyzed, and the classification 

effect of this method is optimal [1]. Lee proposed a data balancing scheme for text sentiment 

classification. The core algorithm of the scheme can remove some majority texts near minority texts 

to balance the class distribution of data in locally dense mixed regions. The machine learning 

algorithm SVM is applied to 8 imbalanced Chinese datasets, and the effectiveness of the proposed 

method is verified. The experimental results show that the LDMRC+SS and LDMRC+RS methods 

outperform the corresponding LDMRC methods on the Chinese dataset. This shows that simply 

using local boundary cutting cannot achieve the best effect, and text sentiment classification needs 

data rebalancing strategy [2]. Tubishat, with the help of word2 vec, uses neural networks in Deep 

Learning (CNN) and long and short-term memory artificial neural networks (LSTM) to classify 

sentiment on balanced datasets. The improved model is obtained by comparing with the 

classification method. An improved balanced cross-entropy loss function for text sentiment 

classification is proposed for balanced datasets. Experiments show that this model has the highest 

classification accuracy and the shortest training time. In the case of fewer positive samples, its 

recall rate is as high as 88.9%, and the classification performance of the modified classification 

model is better than that of the traditional model [3]. Although the existing research on Chinese text 

sentiment classification algorithm is very rich, it still has some limitations in real practice. 

In this paper, we start from the concept of text sentiment classification, analyze four 

classification steps in semantic understanding Chinese text sentiment classification, summarize 

three classification models for machine learning Chinese text sentiment classification, namely SVM 

classification method and plain Bayesian classification method, and introduce the feature weight 

calculation process of Chinese text sentiment classification, and propose a classification algorithm 

framework combining semantic understanding and machine learning, which The method overcomes 

the difficulty of manual annotation of the corpus based on machine learning, and improves the 

classification accuracy by integrating the classification of corpus samples according to the 

classification tendency of both methods. The experiments prove that the method does have the 

desired effect. 

2. Hybrid Chinese Text Sentiment Classification Algorithm Based on Semantic Understanding 

and Machine Learning 

2.1. Semantic Understanding Chinese Text Sentiment Classification 

The approach based on semantic understanding is roughly divided into the following steps: 

(1) Constructing an initial sentiment word lexicon. The initial dictionary of sentiment words that 

can be used as sentiment words in Chinese text sentiment classification training is obtained by 

manually screening the sentiment words in the collected relevant text database [4]. 

(2) Determination of emotion verb weights. Due to the different text information, there will be 

some differences in the positive and negative phase paper of its expression, and the text word 

weights are obtained in different ways [5]. 

(3) Text preprocessing. The data samples to be classified are divided into words and lexical 

annotations, after which the sentiment words and phrases suitable for training of the hybrid 

classification model are selected according to the corresponding principles [6]. 
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(4) Text sentiment classification. The calculation of the weights of sentiment words and phrases 

can calculate the thought value and sentiment weight of the work, and thus determine the positive 

and negative nature of the data [7]. 

2.2. Machine Learning Chinese Text Sentiment Classification 

Based on the machine learning emotion classification problem, its classification process mainly 

includes the following aspects. 

(1) Text preprocessing 

Text preprocessing is the process of cleaning and preparing data for text classification, which is a 

necessary stage for converting semi-structured or unstructured text into an appropriate text 

representation [8]. The usual operations for Chinese go through the following steps: word 

separation, deactivation, etc. [9]. 

(2) Feature selection 

The main idea is to extract various feature values from the text to be processed and combine 

them into a set that represents the information carried by the text [10]. 

(3) Feature weight calculation 

In a text, TFIDF combines the word frequency (TF) and the inverse document frequency (IDF), 

and the feature weights are calculated by the following formula: 

)log(
x

vxvx
ck

m
fkQ 

    (1) 

In the above equation, vxfk
 denotes the number of occurrences of the x th sentiment item in the 

v th text, m  denotes the total number of texts in the training set, xck
 denotes the total number of 

texts containing the x th sentiment item, and vxQ
 denotes the TF-IDF weight corresponding to the 

x th sentiment item in the v th corpus sample [11]. 

(4) Classification models 

1) Support vector machine (SVM): its core idea is to feed the nonlinearity of the 

low-dimensional input space data to the high-dimensional number of approximate subtraction 

kernel space, and find the partition space that meets the classification conditions in the 

low-dimensional number of approximate subtraction kernel space, so that the classification space of 

its two-sided training points is maximized [12]. 

2) Plain Bayesian classification method 

In the case of Chinese text sentiment classification, the plain Bayesian classification method is 

shown in Equation (2) [13]. 

 )()(maxarg yxxyDH kbGkGk
    (2) 

Where 
)( ykG

 is the prior probability of category yk
 and 

)( yx kbG
 is the posterior probability 

of feature xb
 in category yk

. For Chinese text sentiment classification, the specific process of the 

algorithm needs to be improved [14]. Defining that the category of text 
 mqqqc ,...,, 21

 belongs 

to 
 DG aaA ,

, and considering the weights of sentiment words under the condition that sentiment 

features do not affect each other, the process of implementing this classification algorithm is shown 

in Equation (3) [15]. 
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)( yaG
 is the prior probability of sentiment classification in category ya

, 
),( yx aqG

 is the 

probability of sentiment classification after feature word xq
 in category ya

, )(qxqk  is the 

weight of word xq
 in the test corpus, and 1)( qxqk  when plain Bayesian subtype weights are 

used. 

3. A Survey Study on the Framework of Chinese Text Sentiment Classification Algorithm 

Based on a Mixture of Semantic Understanding and Machine Learning 

3.1. Data Collection 

Data collection experiments are usually conducted on Chinese datasets. The Chinese data 

collection uses a university corpus of text categories, and five kinds of corpus are selected from 

them, including 245 in finance and economics, 234 in sports, 128 in science and education, 321 in 

law, and 265 in Internet information, which is an unbalanced data collection [16]. In the test, 

three-fifths of the texts in each category were randomly selected as the training set, and the rest of 

the texts were used as the test set, and the test was cycled four times, and the average value was 

taken as the experimental result [17]. 

3.2. Processing and Annotation of the Corpus 

(1) Chinese word separation processing of the corpus 

In this paper, a maximum matching algorithm is used to classify the Chinese text in the corpus, 

and a sentiment dictionary is used as the basis for feature selection [18]. 

(2) Emotion annotation of the corpus 

Texts with a composite score greater than or equal to 5 are labeled as positive texts, and those 

with a score less than 6 are labeled as negative texts, which are used as the training corpus. The 

detailed data of the corpus are shown in Table 1. 

Table 1. Test corpus data 

Corpus Quantity Positive Negative Chinese feature words Chinese emotional word 

1 4239 874 615 1987 763 

2 4612 898 1087 1653 974 

3 4672 1123 941 1793 815 

4 4313 1265 810 1523 715 

From the three data corpora, 418 data samples with an average score of 3 and 1254 data samples 

with a score of 6 were pooled and selected as the training corpus, and the training samples were 

composed in proportion to the data samples of affective tendency features, and their detailed data 

are shown in Table 2. 

Table 2. Training corpus data 

Corpus Quantity Positive Negative Chinese feature words Chinese emotional word 

1 1514 321 418 286 489 

2 2549 654 418 976 501 

3 2921 1254 418 873 376 
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4. A Hybrid Semantic Understanding and Machine Learning Based Chinese Text Sentiment 

Classification Algorithm Framework Application Study 

4.1. A Hybrid Semantic Understanding and Machine Learning Based Chinese Text Sentiment 

Classification Algorithm Framework 

In this paper, a self-supervised classification model based on a combination of semantic 

understanding and machine learning is used. The whole classification process is divided into two 

parts, and the specific process framework of the algorithm is shown in Figure 1. 

 

Figure 1. Hybrid Chinese text sentiment classification model based on semantic understanding and 

machine learning 

The hybrid Chinese text sentiment classification based on semantic understanding and machine 

learning mainly includes the following aspects. 

(1) In the first stage, the text is divided into words and deactivated, and then the score of each 
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sentiment word is obtained by using the baseline words and the database based semantic similarity 

calculation of words. The rest of the texts are put into the uncertain classification set. 

(2) In the second stage, we build a machine learning module based on the classification results of 

the first stage. Firstly, we use the sentiment dictionary for feature selection, and then use the 

probabilistic semantic potential model to downscale and semantic association process the classifier, 

and use the data in the definite classification set as the training set, and reclassify the uncertain 

classification set. 

4.2. Application of a Hybrid Semantic Understanding and Machine Learning Based Chinese 

Text Sentiment Classification Algorithm Framework  

In this experiment, 600 43 texts in the training sample set were classified by semantic 

understanding, and then the first 300 texts with obvious sentiment tendency were selected as the 

training texts for SVM, and then four sets of data in the test corpus were used to verify the 

performance of the classifier. In the feature selection process, DF, IG, SVM and this paper methods 

were used to classify Chinese text sentiment, and the experimental results obtained from each group 

were compared separately. The detailed results are shown in Table 3: 

Table 3. Algorithm performance analysis data 

Sample Search completion rate Check accuracy rate F-measurement 

SVM 81.89% 85.17% 83.97% 

IG 83.87% 84.76% 85.12% 

DF 83.65% 84.12% 82.89% 

Methodology of this article 86.78% 88.89% 87.98% 

 

 

Figure 2. Comparison of classification performance analysis of algorithms 
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As can be seen from the data in Fig. 2, although a hybrid approach of semantic understanding 

and machine learning was used to train a small number of pairs of samples with significant 

sentiment, the classification performance of the method exceeded that of the full training samples. 

The SVM corpus classification achieves 81.89%, 85.17% and 83.97% for completeness, accuracy 

and F-measure, respectively. 83.87%, 84.76% and 85.12% for IG corpus classification, respectively. 

83.65%, 84.12% and 82.89% for DF corpus classification, respectively. and 82.89%, respectively. 

In this paper, the detection rate, accuracy rate and F-measure rate of the hybrid method using 

semantic understanding and machine learning are 86.78%, 88.89% and 87.98%, respectively. In the 

annotated training text set, using the hybrid method of semantic understanding and machine 

learning to select the training samples can not only reduce the training time, but also improve the 

accuracy rate. 

5. Conclusion 

This paper firstly introduces the concept of Chinese text sentiment classification and the four 

steps of Chinese text sentiment classification by semantic understanding and the process of Chinese 

text sentiment classification by machine learning, which focuses on three classification models. We 

also introduce the data collection and the processing and labeling of the corpus for the 

implementation and application of the Chinese text sentiment classification algorithm framework, 

and then use the hybrid approach of semantic understanding and machine learning to design the 

classification model in detail. The accuracy of the classification is high. 
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