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Abstract: The rapid development of machine learning has made it possible to quickly mine 

exploitable data from massive amounts of data, and it is important for online education 

platforms to reasonably track the changing learning behaviour of learners. The aim of this 

paper is to study the prediction of online education user behaviour based on machine 

learning. A deep clustering algorithm is proposed based on demographic information about 

learning behaviour and clickstream data recorded in a university virtual learning 

environment. Applying the deep clustering model proposed in this paper to the analysis of 

the distribution of learning activities and the correlation between learning behaviour and 

education level, it is demonstrated that the deep clustering model proposed in this paper's 

can analyse and predict the learning behaviour of different student groups. It helps us to 

further study and analyse students' learning behaviour in depth and comprehensively in 

order to provide real-time quality feedback and promote the development of online 

education. 

1. Introduction 

Education informatization has entered a new stage of development and is shifting from digital 

education to intelligent education supported by modern information technology such as big data 

analysis and artificial intelligence [1-2]. At present, large-scale online education has accumulated a 

huge amount of teaching behaviour data and knowledge resources [3]. Despite the complexity and 

diversity of user behaviour in the virtual space, certain regularities in online user behaviour can be 

found by analysing online behaviour such as user web access and web page clicks. At the same time, 

these patterns have obvious human characteristics [4-5]. 

Current research on user behaviour has involved research areas from a variety of disciplines such 

as computer science, sociology and management science, and the involvement of multidisciplinary 

perspectives has led to a clearer characterisation of Internet user behaviour [6].Saeid SadighZadeh 
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developed a generic neural representation learning framework for modelling user behaviour, aiming 

to address the problem of sparsity between different applications. Their problem setting spans both 

conductive and inductive learning scenarios, where conductive learning models entities seen during 

training and inductive learning targets entities observed only during inference. They exploit 

different aspects of information that reflect user behaviour (e.g. interconnectedness, time and 

attribute interaction information in social networks) to enable large-scale personalised inference. 

Their proposed model complements simultaneous advances in neural architecture selection and is 

able to accommodate the rapid addition of new applications in online platforms [7].Malvika Singh 

proposes a multi-level user behaviour visualisation framework that provides efficient visualisation 

of user behaviour data collected from production vehicles via telematics. Their approach visualises 

user behaviour data at three different levels: a Task Level View aggregates event sequence data 

generated through touchscreen interactions to visualise user flows; a Flow Level View allows 

comparison of individual flows based on selected metrics; and a Sequence Level View provides 

detailed insights into touch interactions, line of sight and driving behaviour. Our case study 

demonstrates that UX experts find their approach a useful addition to their design process [8].Sylvia 

Chan-Olmsted proposes two approaches to travel user behaviour analysis: a raw sequence 

constructed from categorical data describing the user's activity over time, and a time sequence, 

which is an enhanced version of the first approach and includes a non representation of activity time 

frames. The analysis of user travel behaviour can be used for adaptive gamification strategies. The 

method was evaluated on a behavioural atomic dataset based on one year of Foursquare check-ins. 

The results show that the two methods reflect different aspects of travel user behaviour and that 

both can be used in a complementary way [9]. It is therefore relevant to study machine 

learning-based prediction of online education user behaviour. 

In this paper, the main focus is on online education user behaviour prediction as a research 

context for the study of user behaviour. Firstly, recorded data is used to characterise basic user 

behaviour data, such as users' click records. Secondly, clustering methods are used to extract user 

contextual information, such as common places, to characterise information about features 

associated with user behaviour. Finally, information about the user's past is extracted and analysed 

to predict the user's future activities and related information, such as the user's learning goals. 

2. A Study of Online Education User Behaviour Prediction Based on Machine Learning 

2.1. User Behaviour 

User behaviour refers to the behaviour of Internet users who use the Internet to engage in 

business, life, learning and entertainment activities, including both the textual information they fill 

in during registration and the operation of the mouse, keyboard and other actions. User behaviour is 

a broad concept, the essence of which lies in its ability to show some characteristics of the user's 

own attributes and activities [10-11]. User behaviour tends to be blind and usually random over a 

certain period of time, but in the long run it tends to have a certain pattern. In addition, the 

behaviour of individual users is often simple and extremely irregular, but a comprehensive study of 

the behaviour of a large number of users can reveal regularity [12-13]. 

2.2. User Behaviour Data Acquisition 

User behaviour data can be divided into two parts: explicit behaviour and implicit behaviour, 

each with different acquisition methods and approaches, and the two acquisition methods will be 
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introduced separately. Obtaining explicit user behaviour data:Explicit behaviour data is the basic 

information data of the user, which generally includes the user's age, gender, time of use of a 

system, place of origin, occupation, education level, contact information and other relevant data 

indicating user information. The explicit knowledge provided by the user during registration is the 

basic information reflecting the user's traits [14-15]. 

Implicit behavioural data of users:Implicit behavioural data of users is mainly the recorded data 

of users' behaviour on the information platform. This includes when they logged in and browsed 

what kind of content, and what kind of operations they performed on the page, usually sharing, 

printing, saving, etc [16]. If a peak study period is defined for a certain exam date and a period of 

40 days prior to it, then by analysing the date of a single login by a user it is possible to determine if 

the user is studying during a peak period. By analysing a certain time period, the total number of 

peak study sessions and the total length of study sessions can be obtained for that user. 

2.3. Machine Learning 

Machine learning is an implementation of artificial intelligence that trains a model based on 

sample data and uses the model to make predictions and decisions about the data. Machine learning 

gives computers the ability to learn in a human-like manner, allowing machines to learn from 

examples and knowledge like humans, thus having the ability to anticipate and predict [17-18]. 

Machine learning distinguishes between supervised and unsupervised learning based on the 

presence or absence of "signals" or "feedback" in the learning system, as shown in Figure 1. 

 

Figure 1. Classification of machine learning 

For supervised learning, it can be divided into two categories, classification and regression, 

according to whether the prediction target is discrete or continuous data. For unsupervised learning, 

on the other hand, it can be classified into clustering or dimensionality reduction in terms of solving 

the task. 

(1) Classification 

Classification, based on some given samples of known categories (i.e. labelled data), enables the 

computer to classify samples of unknown categories. Classification requires prior explicit 

machine learning 

Supervised learning 

Unsupervised learning 

Semi supervised learning 

Intensive learning 
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knowledge of the categories and is a supervised learning algorithm for modelling or predicting 

discrete random variables. 

(2) Regression 

Regression, a supervised learning algorithm for predicting and modelling numerical random 

variables, where the predicted outcome is a set of continuous values. Common regression 

algorithms include random forests and gradient boosting trees. 

(3) Clustering 

Clustering, as the name implies, is the grouping of similar samples together. Data objects are 

usually grouped together based on some relationship found in the data, where objects within the 

same group are similar to each other, while objects in different groups are different. The greater the 

similarity within groups and the greater the gap between groups, the more effective the clustering is. 

Common clustering algorithms include divisional clustering, hierarchical clustering, density 

clustering, grid clustering and hybrid clustering. 

(4) Dimensionality reduction 

Dimensionality reduction, which is essentially learning a mapping function, refers to the use of 

some mapping method to map data points originally in the high latitude space to the low latitude 

space. Common dimensionality reduction methods include PCA principal component analysis and 

LDA discriminant analysis, etc. 

3. A Survey and Study on Predicting User Behaviour in Online Education Based on Machine 

Learning 

3.1. Online Learning Dataset 

The Online Education University Learning Analytics dataset OULAD collects relevant learning 

data for the years 2020 and 2021 and records it in tables. Each table represents different information 

separately, and the data in each table can be related by using identifiers such as primary or foreign 

keys in the database to identify the relevant columns. The structure of the data contained in the 

dataset is shown in Figure 2. 

 

Figure 2. Dataset structure 
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3.2. Deep Clustering Model 

The overall framework of the model consists of a combined GMM clustering layer and a latent 

feature extraction layer. A stack of four layers of autoencoders are first stacked to form a stack 

autoencoder for extracting deeper features while maintaining a local data distribution structure. 

Significant latent features are identified from the input layers of each autoencoder. The depth 

features extracted by the encoders are then reconstructed by a decoder consisting of a four-layer 

fully connected layer. 

The clustering loss used in this model is the K-L scatter of the decoder's defined distribution and 

the predefined target distribution, while clustering training of the features is introduced and the 

clustering loss is calculated. The network parameters are eventually updated by jointly training the 

reconstruction loss of the stacked autoencoder and the clustering loss of the Gaussian mixture 

model to optimise the final parameters. The final objective of this deep clustering model can be 

represented as follows: 

cr LLL 
                                 (1) 

As shown in equation (1) above, where Lr and Lc denote reconstruction loss and clustering loss 

respectively. The formula for reconstruction loss Lr is shown in (2). 

2
ˆ

ii xxL 
                                (2) 

The reconstruction loss represents the difference between the input data xi and the decoder's 

reconstruction data ix̂
 of the encoder input data. 

4. Analysis and Research on the Prediction of Online Education User Behaviour Based on 

Machine Learning 

4.1. Distribution of Learning Activities 

In order to determine the intensity of students' learning behaviors at the early stage of the course, 

this study analyzed the behavioral data recorded before submitting the first class assignment. The 

distribution of participants' learning behaviors relative to their final performance is shown in Figure 

3. As shown in the figure, there are four types of students who pass, excel, withdraw and fail. Prior 

to the first class assignment submission, the learning patterns of students in the four final 

performance categories were similar prior to the first assignment submission. Therefore, it is 

difficult to distinguish the final performance of the four groups of students based on the average 

clickstream of each learning resource. At this point, we can easily conclude that the students who 

failed or dropped out did not work as hard before submitting their first assignment as those who 

received outstanding grades. 
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Figure 3. Distribution of learning activities of different final performance student groups before 

submitting the first assignment 

4.2. Correlation Experiment between Learning Behavior and Education Level 

This paper also analyzes the relationship between different education levels and learning 

behavior. In this data set, the educational attainment of the participants was broadly divided into 

four categories, namely: "A level or equivalent to A level", "higher education qualification", "below 

A level" and "postgraduate qualification". Table 1 shows the distribution of students with different 

education levels in different behavior groups. It can be found that the distribution of students of the 

four educational levels of the online viewing courseware group is relatively average, as shown in 

Figure 4. In the group of students without learning behavior, "higher education" and "graduate 

education" account for a small proportion of students, which is also in line with what we know daily 

that most students with higher education level have strong learning motivation or learning goals. 

Table 1. Correlation between learning behavior and education level 

Education level 
Watch courseware 

online 
Forum discussion No learning behavior 

Postgraduate education 38 45 6 

Below Level A 

qualification 
44 15 28 

Higher education 

qualification 
55 57 21 

Class A or equivalent 36 32 38 
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Figure 4. Distribution of education level in different learning behavior groups 

5.Conclusion 

A lot of information of users in the process of using the Internet, such as visitors' personal 

information, click process, click start and end time, are often recorded in user behavior logs, which 

provides the possibility to analyze users' online behaviors with the help of behavior log big data. 

The research in this paper verified the prediction of online education user behavior based on 

machine learning, identified and differentiated user groups with high similarity, and finally explored 

the distribution of education level in different learning behavior groups. Although this paper has 

made some breakthroughs in the research on the prediction of user behavior and the construction of 

algorithm model, there are still unresolved gaps in the research work, which need to be further 

explored. Due to the complexity of human beings, their online behaviors are not only affected by 

external factors but also internal factors. In the next work, We will continue to expand the amount 

of experimental data and further select higher dimensional feature vectors to observe the accuracy 

of the user behavior prediction model. 
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