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Abstract: With the development of national economy, people's consumption level has also 

increased. In order to improve the utilization rate of products, reduce waste, and meet the 

requirements of environmental protection, it is necessary to improve the commodity sales 

forecast to reduce the waste of resources. Therefore, this paper proposes the role of 

machine learning algorithm in commodity sales forecasting. This paper mainly uses the 

cluster analysis method and the comparison method to carry on the experiment and the data 

analysis to the commodity sales volume forecast system. The experimental results show 

that the response time of the system designed in this paper is less than 2s, which can well 

meet the system requirements. Therefore, machine learning has played a greater role in the 

prediction of commodity sales. 

1. Introduction 

In the commodity sales forecast, the model is used more and more widely. Machine learning is 

also an important and indispensable method. It can process and analyze data and knowledge 

through computer technology. Machine learning is an effective and direct method in forecasting the 

sales volume of goods. It combines data sets, knowledge sets and algorithms. It includes a lot of 

repeated input and output information and implicit training distribution function. It can combine 

data mining technology, decision tree and neural network. 

There are many theoretical achievements on the application of machine learning in commodity 

sales forecasting. For example, some experts pointed out that commodity sales is one of the 

indicators that enterprises attach great importance to. It can help merchants formulate appropriate 

strategies for current sales to maximize profits [1-2]. Some scholars have proposed a prediction 

model based on k-means clustering and machine learning regression algorithm for the prediction of 

multi commodity sales in the retail industry [3-4]. In addition, some experts believe that accurate 

prediction of commodity sales can improve warehouse efficiency, reduce raw material consumption, 

reduce inventory occupation, and better meet market demand [5-6]. Therefore, the research on 

commodity sales in this paper is a platitude topic, and the use of machine learning algorithm is a 
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practical application of existing technical means. 

This paper first analyzes the application of data mining in commodity sales. Secondly, machine 

learning algorithm and related knowledge are discussed, and clustering algorithm is proposed. Then 

the sales forecast system is designed. Finally, the experimental environment is set up, and the 

algorithm comparison and system response time related research are carried out to draw 

conclusions. 

2. Application of Machine Learning in Commodity Sales Forecast 

2.1. Application of Data Mining in Commodity Sales 

There are many factors that affect the sales of goods, including consumers' purchasing power, 

personal preferences and other factors. In different periods of time, there will be differences in sales 

volume due to commodity sales prices and income levels. Commodity sales forecast is a purposeful 

and systematic information collection process. There are many methods to predict sales volume, 

among which regression analysis is commonly used. It is based on statistical principles to establish 

mathematical models for modeling and calculation. In practical application, grey system theory and 

analytic hierarchy process can be used. When forecasting the sales volume, mathematical analysis 

can be used to establish a forecasting model for scientific forecasting. The method of time series 

prediction is to organize data into time series and predict the future value of data with mathematical 

methods. Through machine learning, model prediction can be made by constructing feature 

engineering. After establishing the prediction model, we must evaluate the accuracy of the model 

through certain evaluation indicators. Common methods for evaluating the accuracy of prediction 

regression models include average absolute error, percentage average error, mean square error and 

percentage average error [7-8]. 
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 predicts value of the ith sample, 

and x refers to the actual number of samples. In this study, we cannot carry out an unlimited number 

of experiments, so we can only find the best results. 

Data mining is an important step of data mining, and also a necessary part of building prediction 

models. In the face of massive data, we need to start from the data, analyze and extract the data. In 

order to accurately predict the relationship between commodity sales, it is necessary to analyze and 

discuss the different dimensions of commodity sales, so as to find the potential connotation 

relationship hidden in the commodity sales data [9-10]. 

2.2. Machine Learning Algorithm and Related Knowledge 

Pattern prediction is to simulate the automatic prediction system of human intelligence and use 

machine learning algorithm to process data intelligence to judge object attributes. The general 

process of pattern prediction is data acquisition, preprocessing, variable generation, variable 

selection, pattern classification, etc. Variable selection and pattern classification are completed 

through machine learning.   The research object of pattern prediction is different depending on the 

field. It can be genes, proteins, images, signal waves or other measurable objects with attributes. 

Therefore, its core problem is classification. The pattern prediction system first obtains a certain 

number of data sets for the prediction of unknown samples. According to the problem area studied, 
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the data types obtained are also different, which may be binary data, character data, entity data, etc. 

The model prediction algorithm is trained and used to predict the samples of unknown attribute 

classes and make appropriate decisions. Whether there are supervised learning methods or 

unsupervised learning methods, each method has its own advantages and disadvantages. It is 

necessary to select an appropriate pattern prediction algorithm for different problems and the 

characteristics of the feature data to be processed [11-12]. 

Linear regression can be divided into single linear regression and multiple linear regression 

analysis according to the number of independent variables. The dependent variable A of linear 

regression analysis is related to an independent variable B, which is the simplest form of regression. 

The functional relationship is expressed as a linear function of B, namely: 

AB  y                                   (2) 

Multiple linear regression analysis is an extension of multiple independent variable linear 

regression analysis. Clustering analysis is one of the important methods to find the natural 

aggregation structure of data. It can improve the understanding of data categories, and can also be 

used as the premise of other data mining methods such as classification and prediction [13-14]. 

2.3. Design of Sales Forecast System 

Sales forecast information system is a part of enterprise management information system. It 

should integrate with the surrounding systems, give full play to the advantages of each system, 

reduce the opportunities for manual data entry, improve the data interaction ability between systems, 

help improve the feasibility of the system, improve the internal operation efficiency of the company, 

and reduce management costs [15-16]. The peripheral system integration of the sales forecast 

system is shown in Figure 1: 

PDM

ERP

OSPATP Sales forecasting system

 

Figure 1. The peripheral system of the sales forecast system 

The sales forecast system is based on the basic product data. When filling in the forecast, the 

product manager of the representative office can only select complete basic product data. The 

source of basic product data is PDM system. In addition to basic product data, PSO is also a system 

that needs to collect data. The actual contract/order processing is performed in PSO. From the sales 

forecast of the product manager to ATP and SOP, the plan BOM is a dimension. Sales forecast is 

one of the input data of ATP system. The ATP system shall match the demand information and 

quotation information in ERP. SOP data is an important part of ERP weekly plan. The MDS 
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module of ERP takes the SOP data as the final total demand according to the demand forecast and 

contract quantity balance. In addition, the promotion and distribution system is integrated with the 

sales forecast system, but other systems are not the main functions and requirements of the sales 

forecast system [17-18]. 

The system will be divided into six menus: application management, basic data management, 

revenue forecast, SOP processing, ATP commitment management, and statistical report. The 

system defines roles to control the permissions of each user. Each role represents the user level and 

limits the operation permission of the role. After configuring the organization type, it need to 

configure the entity and company organization structure for the corresponding organization type in 

the system. After configuring the organization type and organization, it need to manage the 

relationship between organizational structures at all levels to transfer data among organizations at 

all levels according to rules. The authority management of the sales forecast information system is 

completed. First, control the action menu and configure the effectiveness of the action menu for 

each role. Second, it must configure product permissions. To have menu permissions, it must also 

have product permissions to perform appropriate actions on the product. 

3. System Test 

3.1. System Environment 

In order to support ongoing business operations, the system will support these operations. 

Similar to the B/S architecture, the B/S architecture does not allow users to access and operate the 

external network, but allows them to access the LAN of any representative office. The system needs 

a complex report query interface. Use the report development tools provided by SQL Server 2017 to 

develop some interface elements using DEXPRESS controls in order to better realize complex data 

entry and user operability. The design shall fully reuse the existing and verified functional modules 

to ensure effective support for project activities and minimize the scope of secondary development. 

In order to enable the system to cover all business operations, it must also be able to monitor data 

throughout the process, conduct comprehensive user authority management, and exchange system 

data with surrounding systems to reduce data redundancy. 

3.2. System Function Test 

The user account management of the system is related to the security and stability of the system, 

and may also affect the maximization of commercial sales profits for sales enterprises. Therefore, 

detailed testing and analysis are required. As the basis of data analysis and prediction, data 

acquisition plays an important role. Test this part of functions. We use ID3 decision tree algorithm 

to build the system test model. The improved ID3 algorithm needs to process continuous numerical 

data. For the combination of the actual data and the establishment of the decision tree, the noise 

data of the actual data and the interference of other data with low availability must be considered. 

Sales forecast is the core function of this paper. We use BP algorithm to design and make 

appropriate improvements. 

3.3. System Performance Test 

In addition to the functions of the system, users also care about the performance of the system. 

That is, the system is not only required to be usable, but also easy to use. This section mainly tests 

the page response delay and data reading delay in system performance. We used several 

experiments to test the response time of each page jump. The experiment was conducted 10 times, 



Machine Learning Theory and Practice 

57 
 

mainly for the login interface, main interface and sales analysis interface. For most system 

development, it is basically to interact with data, so data reading in the database is a frequent 

operation. If the user is using the system, the waiting time for data processing results is too long. 

They used 10 experiments to test the response time of two data reading modules of cigarette sales 

analysis system and sales prediction system. 

4. Analysis of Experimental Results 

4.1. Comparison of Test Results between the Univariate Linear Regression Analysis Model 

and Bp Neural Network Model 

This paper intends to verify the performance of BP algorithm. We use the univariate linear 

regression technique to conduct data comparison and analysis. The proportion of good prediction 

times of BP neural network model is better than that of single variable linear regression model. See 

Table 1 for details: 

Table 1. Comparison of test results between unary linear regression analysis and BP neural 

network model 

 Unitary linear regression analysis BP neural network 

MAPE 15.85% 14.05% 

Maximum APE 52.61% 64.22% 

Minimum APE 0.55% 2.12% 

Times of good predictions 66.68% 80.15% 

Unqualified predicted times 6.65% 6.65% 

 

 

Figure 2. Comparison of test results between unary linear regression analysis and BP neural 

network model 

As shown in Figure 2, we can see that the BP neural network model is slightly stronger than the 

unary linear regression model in terms of the most important indicator, the average absolute 

percentage error (MAPE). Therefore, relatively speaking, BP neural network model has better 

prediction accuracy and generalization ability. 
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4.2. System Page Response Test 

The login interface has the smallest jump delay, mainly because this interface and the main 

interface jump. The main reason is that the class package import takes a certain amount of time 

without too much participation of the database, so the response is fast. Other performance 

conditions are shown in Table 2: 

Table 2. System page response test 

 Login page Main interface Sales analysis interface 

1 0.5 1.2 1.6 

2 0.4 1.3 1.7 

3 0.3 1 1.4 

4 0.4 1 1.3 

5 0.5 1.1 1.4 

 

 

Figure 3. System page response test 

As shown in Figure 3, we can see that the main interface and many other modules need to 

interact, so the jump response time is relatively more expensive. For the sales analysis interface, it 

is mainly responsible for reading data and submitting it to the page for display after complex 

calculation. Therefore, its response time is obviously much less. 

5. Conclusion 

This paper studies the factors that affect the sales volume of goods, uses machine learning theory 

and methods, and combines case analysis to verify the problems in the application of the model. In 

mathematical modeling. Bayesian classification algorithm is used for data mining, and the predicted 

value is significantly different from the actual value. When the correlation model established by the 

time series method is used to predict the sales volume, it does not take into account the change of 

variables affected by random interference, so it cannot accurately reflect the trend and law of 

commodity sales volume, error rate and other characteristic indicators. Therefore, it is necessary to 

study the univariate linear regression analysis model and BP neural network model. The number of 

experimental data in this paper is not much, and relevant data needs to be added to achieve the 
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experimental purpose. 
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