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Abstract: Medical image segmentation is an interdisciplinary research area and an 

important application of graphics computing and image processing in biomedical 

engineering. Medical image segmentation has important applications in diagnostic 

medicine, surgical planning and anatomy teaching. The aim of this paper is to investigate 

support vector machine based medical image segmentation. The main algorithms of image 

segmentation, the problems of Mr image segmentation, the development trend of medical 

image segmentation and the current status of support vector machine research are described. 

Different kernel functions are selected to generate different support vector machine 

classifiers for segmentation of MR brain images using Mr images as the research object, 

and the experimental results show that the cross-validation of Gaussian radial basis kernel 

functions has a high correct rate. 

1. Introduction 

Medical image segmentation technology is a key technology for medical image processing and 

analysis. The development of image segmentation techniques has not only influenced the 

development of other related techniques in medical image processing, but medical image 

segmentation techniques have made significant progress due to the application of some emerging 

disciplines in medical image processing [1-2]. Along with the emergence and popularity of CT, 

MRI and PET image modalities, single segmentation techniques are no longer suitable for 

segmenting complex medical images generated by new image modalities [3]. 

In medical image segmentation research, Usman Ahmed proposed an ant colony algorithm based 

medical image segmentation method for selecting the optimal parameters for density peak 

clustering (DPC). The cut-off distance d_c is given for some shortcomings in the DPC algorithm, 
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while the subjective randomness of the cluster centres is chosen by hand. The number of cluster 

centres is then quantified using a variable quantization method, allowing adaptive segmentation of 

the DPC algorithm and the interactive selection of the ideal d_c cut-off distance and cluster centres. 

Simulation results show that the algorithm is effective and practical [4].Jiwoong Jason Jeong 

proposed an automatic data enhancement algorithm for medical image segmentation. In order to 

improve the scale and diversity of medical images, they proposed a differential automatic data 

enhancement algorithm based on proximal update by finding the optimal enhancement strategy. 

Specifically, on the one hand, a dedicated search space is designed for the medical image 

segmentation task. On the other hand, they introduced a proximal micro-gradient descentable 

strategy to update the data augmentation strategy, which will improve the search efficiency [5]. 

Yoav Goldstein introduced a semi-automatic segmentation method for ivoct images based on image 

feature extraction and support vector machines (SVM). The image features used include optical 

attenuation factors and textures of the image based on a grey-scale co-occurrence matrix. Different 

groups of hyperparameters and image characteristics were tested. The method achieved an accuracy 

of 83% in the test images. Single-level accuracy was 89% for fibrous tissue, 79.3% for calcification 

and 86.5% for lipid tissue. The results suggest that the method can be used for semi-automatic 

segmentation of atherosclerotic plaque components in clinical IVOCT images [6]. Therefore, it is of 

practical significance to study the application of support vector machines in medical image 

segmentation. 

This paper briefly introduces the background of medical image segmentation; secondly, it mainly 

introduces the image segmentation algorithm of support vector machine, describes the status of 

SVM algorithm and the theoretical basis of support vector machine, and analyses the specific steps 

of support vector machine application in MR brain images. The application of SVM in image 

segmentation is implemented, and the effectiveness of the method in simulating real data is verified. 

2. A Study on the Application of Support Vector Machines in Medical Image Segmentation 

2.1. Support Vector Machines 

SVM methods successfully solve the small sample, local extremum problem. Traditional 

statistics apply empirical risk minimization criteria to optimize learning machine parameters. Due to 

limited training samples, learning machines based on the principle of minimising experimental risk 

often suffer from a lack of generalisability in practical applications [7-8]. Support vector machine 

methods based on statistical learning theory use standard optimisation parameters to minimise 

structural risk and use larger interval factors to control the training process of the learning machine 

[9-10]. 

2.2. Support Vector Machine Image Segmentation Principles 

Support vector machines can be used in image segmentation as a recognition classifier. We 

analyse the correspondence of its individual variables in an image. Suppose that the feature for each 

pixel in the sample takes the values (x1, x2, ... , xn), corresponding to the ith pixel feature x. The 

final output of the support vector machine yi ∈ {-1, l}. The output of yi can be set to be 1 when 

pixel i is the target pixel and -1 if pixel i is a non-target pixel. in this way the output of yi can be 

used to determine whether the ith element is the target pixel or not. A support vector machine 

trained with a dataset can perform target pixel recognition on an image [11-12]. In general, the more 

features included, the more complex the segmentation requirements and the higher the accuracy. 

Different features are selected for the requirements of image segmentation in different domains 

[13-14]. If several regions with different features need to be classified simultaneously, a multi-class 
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support vector machine classifier needs to be constructed. The key aspect of the image 

segmentation method using support vector machines is how to construct the feature vectors and 

select the parameters of the support vector machine according to the actual situation [15]. 

2.3. Support Vector Machine in MR Brain Image Application 

The specific steps of the support vector machine for segmentation of MR brain images in this 

paper are as follows: 

(1) Read in the MR brain image to be segmented. 

(2) Image pre-processing, i.e. removing non-brain tissue [16]. 

(3) Selection of training and test samples. By segmenting the reference image and determining 

the sample category, a certain number of samples are automatically selected randomly from various 

types of tissues of the image as training sample points, or manually, by left-clicking with the mouse 

to select a certain number of samples from various types of tissues of the original image as training 

samples. What is actually saved is the category to which each sample point belongs and the 

coordinates of the sample point [17]. 

(4) Feature extraction of the samples. 

(5) Select the best kernel function type and its parameters and train the set of training samples 

obtained in (4) to obtain an SVM classifier, i.e. a classification model. 

(6) The classifier obtained in (5) is used to classify the test set in (4), and different classes are 

represented by different colours according to the classification results; thus completing the 

segmentation of MR brain tissue images [18-19]. 

3. Investigation and Research on the Application of Support Vector Machines in Medical 

Image Segmentation 

3.1. Experimental Data 

The 120th typical image was selected, and all samples of the five tissue categories (cerebrospinal 

fluid, cerebral grey matter, cerebral white matter, bone dense matter, and background) were selected 

more precisely using a combination of k-mean clustering and manual classification, and were 

annotated one by one. In the training phase, 1000 samples are randomly selected from each tissue in 

each of the annotated images, making a total of 5000 samples to form the training sample set; the 

test sample set is the remaining pixels of the same slice and the pixels of other slices. 

On the MR images, the SVM method was used to determine the classes of white matter, grey 

matter, cerebrospinal fluid, bone density and background to which each pixel belonged, so that the 

classification of brain tissue was a five-class classification problem for SVM. The SVM method 

was used to construct five classifiers, using cerebrospinal fluid as an example, with samples of 

cerebrospinal fluid labelled as +1 and samples of each of the remaining tissues labelled as -1. The 

support vector machine was trained. 

3.2. Extraction of Image Texture Features 

Smooth regions in an image contain grey pixels that are close to each other, while rough regions 

have widely varying grey levels, so the statistical time in the region histogram can be used as a 

metric to describe the image texture. If a region of an image has k levels of grey, the grey scale 

average is µ and the nth order moment of the histogram average is set to : 
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Second order moment’s m2, also known as variance, is the more commonly used texture 

measure. 

3.3. Feature Normalisation 

Before using the SVM classification method, the extracted features must be normalised. The 

main advantage is that it prevents flooding smaller dynamic range resources, thus producing the 

same effect. Another advantage is that it is difficult to avoid extensive computation when 

calculating the internal gains of a resource vector, and larger attribute values may lead to 

computational overflow. Therefore, features usually need to be normalised. Normalisation is carried 

out using the following formula: 

minimumr Eigenvecto - maximumr Eigenvecto

Minimumr Eigenvecto -r Eigenvecto
features Normalised 

    (2) 

After normalisation with equation (2), the range of features is limited to [0, 1]. When 

normalising the features, it is necessary to normalise the features of the training set and test set 

samples in the same way. 

4. Analysis and Research on the Application of Support Vector Machines in Medical Image 

Segmentation 

4.1. Kernel Functions and Kernel Parameters 

Different kernel functions and parameters generate different classifiers, so the first task is to 

compare the performance of different classifiers with various kernel functions and kernel 

parameters. The feature extraction method is the texture feature extraction introduced earlier, which 

includes 24 texture features and 3 grey scale features, and the number of training samples are all 

1500. 

Table 1, Table 2 and Figure 1 show the comparative results of the cross-validation correct rates 

obtained using the 5-fold cross-validation method after generating different classifiers under 

different kernel functions and their parameters. 

From the data in the three tables, it can be seen that the Gaussian radial basis kernel function has 

the largest cross-validation correct rate under different models built on the basis of different kernel 

functions. The linear kernel function and polynomial kernel function were smaller, as shown in 

Figure 2. This is mainly because the three tissues in the MR brain tissue images are less different in 

terms of features and it is difficult for the low VC dimensional classifier to separate them well. 

Further analysis of the variation of the parameters γ and the penalty factor C of the Gaussian radial 

kernel function shows that when γ is constant and C changes, the cross-validation correct rate 

increases with the increase of C. As C increases, the number of training misclassification samples 

decreases, i.e. the empirical risk decreases, so the cross-validation correct rate increases; while 

when C is constant and γ changes, the cross-validation correct rate basically changes from small to 

large and then to small as γ decreases. This phenomenon is due to the fact that when γ is large, the 

classifier VC dimension is large and over-learning occurs, making the cross-validation correct rate 

smaller. For both linear and polynomial kernel functions, under-learning occurs due to the large 

number of MR brain image feature vectors and the overlap between brain tissues, resulting in poor 
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classification performance. From the above analysis, it can be concluded that the kernel function 

and its parameters have an impact on the segmentation performance of the classifier. 

Experimentally, it is proved that the kernel function has a high correct rate of cross-validation and 

the best generalization performance when the Gaussian radial basis kernel function is selected. 

Table 1. Cross validation accuracy under linear kernel function 

Penalty factor C Accuracy 

1 70 

10 72 

100 75 

1000 77 

5427 79 

Table 2. Cross validation accuracy under polynomial kernel function 

Parameter d C=10 C=100 C=1000 C=5427 

5 76.78 77.13 78.24 78.21 

10 75.55 78.71 78.44 75.56 

15 78.67 78.46 76.54 77.43 

 

 

Figure 1. Cross validation accuracy under RBF kernel function 
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Figure 2. Polynomial kernel verification results 

4.2. MR Image Segmentation with Different Noisy Images 

The impact of noise on medical images is not estimable, and the accuracy of MR brain image 

segmentation under different noises is of important research significance. Therefore, this paper uses 

the Gaussian radial basis kernel function as the kernel function, in which the number of training 

samples are all taken as 1000, and the SVM classifier generated by taking γ=0.0005 and C=5427 to 

segment MR brain images with 0%, 3%, 7% and 9% noise. The accuracy of their segmentation was 

compared and the comparison results are shown in Table 3. 

Table 3. SVM segmentation error rates under MR brain maps with different noises 

Different noise SVM segmentation error rate 

0% 1.67% 

3% 2.48% 

7% 3.25% 

9% 3.78% 

As can be seen from Table 3, the segmentation error rate of SVM is low when MR brain images 

are not disturbed by noise, but as the noise of MR brain images increases, the segmentation error 

rate of SVM comes increasingly large, indicating that SVM is not effective in segmenting MR brain 

images with noise. 

5. Conclusion 

The purpose of medical image segmentation is to segment raw 2D or 3D images into regions 

with different attributes (e.g. grey scale, texture, etc.) to provide a reliable basis for clinical and 

pathological studies. This paper analyses the image segmentation of magnetic resonance medical 

imaging, which is a relatively new science today, and proposes the application of the currently 
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popular support vector machine classification algorithm to process functional magnetic resonance 

medical imaging data. Due to the limited time available to carry out this paper, and the exploratory 

and experimental nature of the algorithms and results used in the paper, there is room for further 

refinement in the content of the research. Future research includes the following: the experiments in 

this paper are only a preliminary exploration of this, and a deeper understanding of support vector 

machine theory and consideration of the nature of the specific application problem may introduce 

improvements in the combination approach, thus improving the performance of the corresponding 

multi-class classification; the ambiguity of the medical images is also to be verified. 
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