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Abstract: With the wide application of Internet technology, more and more application
systems use a dynamic and open network environment as a platform for computing and
operation, and the functional requirements of the system are becoming more and more
complex. Due to its strong real-time, openness, scalability and loose coupling
characteristics, distributed component-based systems have been widely used in many fields
such as civil industrial systems and ship equipment. The main purpose of this paper is to
study the design and implementation of distributed systems (DS) based on software
components (SC) and middleware technology (MT). In this paper, through the in-depth
analysis of the MT, the middleware that conforms to the automatic testing technology is
developed, and the instrument control, process communication, data management and other
services of the middleware are realized, and the interaction between the application
programs and the platform are tested. Experiments show that the average transmission
efficiency of the new system using MT for data integration can be almost 8 times higher
than that of the original system. After testing with data (the maximum amount of data per
day does not exceed 20,000), when the supervision server is idle, the time required to
transmit data every day does not exceed 4 minutes, which can basically guarantee the
normal operation of the system.

1. Introduction

With the advancement of computer technology, business information systems have also made
great progress than in the past. Enterprise-level applications are no longer satisfied with stand-alone
systems and simple server-side systems, but are moving towards a multi-level shared environment.
In fact, the idea of using distributed components to integrate various application systems in a
distributed environment has existed in the computer industry for a long time, but it has not been
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realized. One of the main reasons is the lack of standards for MT [1].

In a related study, Griffin et al. proposed a novel distributed stack composition verification
method to verify each component based only on the specifications of the lower components [2]. The
robustness of the temporal logic of components and the reduced transformation of operational
semantics with respect to a distributed stack of components is demonstrated. demonstrated an
experimental method for selecting a set of SCs based on computational experiments that simulate
the desired operating conditions of the software system under development [3]. A mathematical
model is constructed designed to efficiently select components from the available alternatives.
Albarrak introduced Trust But Verify (TBV) middleware [4], TBV intercepts messages between
senders and receivers to verify the consistency of messages according to rules related to the
message type. Depending on the verification, the message is either delivered to the recipient or
blocked. Even if components authenticate each other, it is possible for their counterparts to
malfunction or behave maliciously, convincing receivers to take harmful actions.

Due to the development of MT, the software architecture has undergone major changes. In the
traditional two-tier C/S software structure, a middleware layer is added to make it a three-tier C/S
software structure to build a DS. Therefore, this paper proposes a distributed testing (DT)
technology based on MT to solve the problems of the current automatic testing system. Through
in-depth analysis of MT, middleware that conforms to automatic testing technology is developed,
and services such as instrument control, process communication, and data management of
middleware are realized. The middleware provides an external operation interface suitable for
advanced test equipment to determine the TPS motion; the middleware protects the compatibility
between the underlying applications, realizes the interaction between the applications and the
flexibility and extensibility of the test platform; the middleware Provides the ability to call remote
process functions and perform remote management and error checking, enabling remote testing and
troubleshooting.

2. Design Research
2.1. Application of MT in the System

After introducing the middle layer in a multi-data source system with traditional C/S structure
[5-6], the data flow in the system will change. Figure 1 clearly shows this change:

Middleware Application

Database A DatabaseB | ~ eecee Database C

Figure 1. System structure with the introduction of MT

The dotted line in the figure shows the data flow when no middleware is used, and the solid line
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shows the data access flow after adding middleware [7-8]. After the middle layer introduces the data
integration system, it brings many benefits to the system:

() Transparency: As can be seen from Figure 1, in the old data access system, the data link is
complex; in the system with the introduction of the middle layer, no matter whether the application
faces one data source or multiple The data source, regardless of the storage location of the database
and the data mode, is the same for the application, and the application needs to be modified. When
the data source migrates or the structure changes, only the middle layer needs to be modified. The
corresponding components can be assembled.

(2) Security: In the old data access system, because the application program accesses the
database directly, that is to say, the application program needs to master the access authority of the
database, so the security of the system is subject to certain threats. After adopting the MT, the
application system will not have the opportunity to communicate directly with the database because
it only has a relationship with the middleware, and the data security is naturally improved [9-10].

(3) Transaction management and concurrency control: Transaction control is a very important
issue in database-based information systems, and it must be ensured that the data submitted in the
database is complete and correct. In addition to the control on the database side, in the data
integration system, because of operations involving multiple data sources, a global transaction
management and conflict handling mechanism is required. In the data integration system that adopts
MT, the work that needs to coordinate and unified management of each data source is realized by
middleware, which greatly reduces the complexity of the application [11-12].

2.2. Main Functions of DS Software

The main function of the distributed test system software based on middleware is to test and
diagnose the device under test; it can manage all kinds of information of the device under test and
save it for a long time, which is convenient for testers to manage data and reduce the management
of testers. The difficulty of data; the ability to perform long-distance testing of the device under test
and avoid extreme environmental testing such as high electromagnetic radiation [13-14]. The
detailed analysis is as follows:

(1) Remote operation control: When the test system user cannot test or diagnose the problem of
the equipment under test, the developer of the test system can operate and control the equipment of
the user through the test middleware and network in the system for testing. Quickly and accurately
give the maintenance strategy of the device under test.

(2) Data management: It can manage the information of the device under test, manage the test
result data, fault diagnosis data maintenance information according to the category of the device
under test, and realize the access to the test data anytime and anywhere. The software has the
function of data management [15-16].

(3) Testing information sharing: During the testing process, resources such as the object under
test, testing system, and support equipment are not in the same distributed network, and information
sharing cannot be achieved, while DT systems can operate and communicate with each other, as far
as possible. Enhance the utilization of test resources and realize test information sharing.

(4) Instrument control management: The distributed test system can control different types of
instruments and equipment, operate the entire test process, complete the automatic test of the
equipment under test, allocate instrument resources, and integrate distributed instruments from
different manufacturers. The middleware of the test system must be able to control the instrument
and provide a common instrument driver interface [17-18].
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Users

Allocate instrument Test Control Data information
resources Management management

Figure 2. User use case diagram

2.3. System Index Analysis

The spatial resolution determined by the narrowband light pulse can be denoted as Rp, and its
expression is:

t,V
R, =~ (1)
where tw and Vg are the pulse width and the group velocity of light, respectively. Since the
group velocity is known, it can be calculated as:

t
—w 2
P10 @)
And the spatial resolution RA determined by the bandwidth B in the photodetector is:
100
Rax =5~ (3)

The expression of the spatial resolution / RA D determined by the A/D conversion speed f in the
capture card is:

100
RA/D ~ T (4)
From the above formula, the spatial resolution R of the system can be obtained as:
R=+RZ+R;+R,p 5)

When determining the pulse width of the laser, on the one hand, the pulse width should be
guaranteed to be small enough, and on the other hand, the problem of low pulse energy and reduced
system signal-to-noise ratio should be considered. Therefore, it is necessary to choose the pulse
width reasonably. The pulse width of the light source used in this system is 5 ns, which can improve
the spatial resolution of the system. The frequency band width of the photodetector is 3dB and the
bandwidth is 150 B MHz.

3. Experimental Study
3.1. Software Scheme Design

The distributed test platform based on middleware provides middleware interface functions for
the upper-layer test program to call. For the upper-layer test program, the realization of remote
testing, network communication, and data management are all transparent, that is to say, for it is a
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local test for a single processor. This design is based on testing hardware resources. The software
design adopts RPC middleware communication technology, automatic testing instrument control
technology and database technology to realize data display, data analysis, instrument control,
resource allocation, information scheduling, and data storage of the test system. and other functions.

The middleware software provides various application services, such as: instrument control
agent service, transaction processing service, data management agent service, logic application
agent service, etc., and then handles various tasks transmitted by the test application layer in the
form of an agent. The middleware software is based on the modular design idea, and each part of
the software is divided into middleware modules with corresponding functions. The distributed test
platform assembles each module in a visual way to quickly test and diagnose the equipment under
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Figure 3. Software framework diagram of distributed test system based on middleware

As can be seen from the figure, the structure conforms to the three-tier C/S mode, the
middleware is the middle layer, and plays a key role in the DT system. The middleware builds the
DT basic framework model. For upper-layer applications, interfaces for various testing services are
provided, so that the lower layer can be abstracted and encapsulated to cover as many software
platforms as possible. The test software has the following features:

(1) Satisfy the timeliness of the response. For the test terminal, the faster the response, the better,
instead of transmission delay and avoiding long waits.

(2) To meet the stability of the test program, for the test system, it may be necessary to
continuously test and diagnose the faults of the equipment under test with high requirements, and
give accurate test results.

In order to meet the above characteristics, the whole distributed test system is divided into three
layers, but it is actually a four-layer structure, namely the hardware device layer, the network
transmission layer, the management layer, and the application layer. This paper mainly studies the
middleware platform including the network transport layer and the management layer, that is, the
management operation platform.

(1) Network transport layer: It adopts RPC communication middleware, shields the details of
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network communication, selects the working mode of non-blocking communication, realizes the
communication program of client/server, and can receive both TCP connection requests and UDP
according to actual needs. The connection request and provide the corresponding service request,
this part will analyze the design in detail in Chapter 4.

(2) Management layer: It is divided into instrument management and control module and data
information management module. This part is analyzed and designed in the third and fifth chapters
in turn. The instrument management control module analyzes the actual instruments used in this
project, realizes the modular driver package and encapsulates it into modules with good reusability
and maintainability, and finally can efficiently carry out program control operations. The data
information management module uploads and saves the data of each test and the relevant
information of the device under test to the database.

3.2. Overall Design of System Software

Software requirements: The distributed optical fiber temperature measurement system is often
used in the temperature monitoring of the outdoor environment. The software of this system needs
to have an intuitive display of the monitoring area, showing the position of laying the temperature
measurement cable and the corresponding temperature. Secondly, in order to meet the viewing and
analysis of the temperature data of the monitoring area in the engineering project, the software
needs to be able to store the temperature data. At the same time, in order to facilitate the use of the
staff, it is necessary to expand around the main functions of the system and develop an interface that
is convenient for users to operate.

The realization principle of the software: After the requirement analysis in the previous part, it is
necessary to develop a software with a graphical interface. Therefore, the first step is to select a
development platform. VISUAL C# is more convenient for graphical interface programming among
many development platforms. It is very convenient to use WPF (Windows Presentation Foundation)
interface programming technology to develop graphical interfaces, so it has become the software
development platform. means of technical implementation. For the storage and query of
temperature data, a database is used as the basis for realization. Compared with traditional text
storage, the database can store a larger amount of data and support various conditional queries. In
the signal display interface, by using the display control that comes with VISUAL C#, the control
that comes with the system has more complete functions than the control that you write yourself.

Functional design of software: In order to meet the above requirements, it is necessary to design
software with multiple functions, which can be well combined with actual engineering projects.
After design, the main functions of this software are: map file import, monitoring map display,
temperature alarm, temperature data storage, historical temperature data query, data report
generation, signal and temperature curve display, etc.
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Figure 4. System block diagram of the software part

4. Experiment Analysis

4.1. Analysis of Integration Efficiency

When analyzing various indicators of the system, the operation efficiency is the first
consideration. The original system takes at least 8 minutes to transmit a client's data, and the longest
time takes 30 minutes, and it often fails. In the new scheme, the integration method based on MT is
adopted, and measures to improve system efficiency such as data compression processing and
incremental data extraction are added; however, some other measures that are not conducive to
improving efficiency are also added for the performance of other aspects of the system. The
following factors all have an impact on the efficiency of the system. Table 1 compares the factors

that affect the efficiency in the system, and estimates the efficiency impact ratio:

Table 1. Efficiency comparison table between old and new systems

Impact factor Original New system New gn_d old sygtem
system efficiency ratio
Transfer data Current Incremental 0.1
month
Data bUﬁ?”ng None Have 0.75
mechanism
Data compression Have Have 0.5
Data encryption None Have 15
Application server None Have 2
Final result 0.125
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Figure 5. Comparison and analysis of the efficiency of the old and new systems

As can be seen from the data comparison shown in the figure above, the average transmission
efficiency of the new system using MT for data integration can be almost 8 times higher than that of
the original system. As an average estimate, it can be seen that the data transfer time is stable. After
testing with data (the maximum amount of data per day does not exceed 20,000), when the
supervision server is idle, the time required to transmit data every day does not exceed 4 minutes,
which can basically guarantee the normal operation of the system.

4.2. Software System Testing

In order to verify the function of the test system, configure each middleware module, build a test
platform based on middleware, write corresponding application layer programs, use black box
testing, design corresponding test cases for testing, fault diagnosis and data information
management, The system test results are shown in Table 2.

Table 2. Software system test results

. Test
Test case Testing method Expected outcome results
Instrument and - L Instrument interchange has no
. Validation by replacing instruments
equipment . effect on upper-level test Pass
. from different manufacturers .
interchange assemblies
Remote testing Click the application test button to . I
. Basically similar to the local
and run the test assembly offsite to test test results Pass
troubleshooting | and troubleshoot the device under test
Different test points, call each other
Information equipment, equipment under test Different test information can Pass
sharing information and maintenance be shared at different test points
information, etc.
. Data_ Click the import database button in S‘OFG test fe?“'ts’ maintenance
information e Lo information, etc. To the Pass
the application testing interface .
management database, and display success

Through the above test methods, the main functions of the distributed test software based on
middleware are verified. According to the test results, it can be concluded that the instrument
control module, process communication module and data management module of the middleware
can work together systematically to realize the instrument Management, local and remote testing,
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information sharing and management of data information, etc., show that the test software can work
properly.

5. Conclusion

Middleware is the overall service between applications, operating systems and information
systems. It has standard system interfaces and processes, and has specific implementations that
conform to the standard interface and process specifications of different application platforms and
operating systems. This paper mainly uses middleware to solve the distributed heterogeneous
problem. In particular, it can meet the needs of a large number of applications, work on various
application platforms and operating systems, support distributed computing, provide
interoperability of applications or services across networks, devices, and device platforms, and
support standard interfaces and programs. As an important layer between system software and
applications, middleware abstracts away from typical shared application processes, leaving behind
application-related business logic details and maintains key characteristics of typical distributed
interaction processes. After abstraction, the complex DS is presented to the application in the form
of a unified layer after refinement and special separation. Applications in the environment provided
by middleware can better focus on business logic, and adopt the form of components to achieve
good cooperation in different environments.
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