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Abstract: In the era of big data, distributed systems(DS) have to deal with more and more 

data, and the possibility of system hardware failure is higher and higher. Traditional disk 

arrays can no longer meet the high reliability requirements of large-scale distributed 

clusters. Data fault tolerance has become an important problem in DSs. In order to ensure 

the reliability of data processing in DSs and continue to provide users with high-quality 

services, the performance optimization of fault-tolerant mechanisms has become an 

important research content in DSs. Aiming at the distributed core storage framework 

proposed in this paper, the fault-tolerant mechanism of its client module and metadata 

storage management module is designed and implemented, and the performance of the DS 

is tested through the performance optimization experiment of fault-tolerant mechanism. 

The experimental results of Prime-based and neural network-based data inpainting show 

that the neural network-based data inpainting technology can reduce the network cost of 

data inpainting. The experimental results of distributed computing delay based on radial 

basis neural network algorithm, C.T. algorithm and Pedone algorithm show that the delay 

time of RBF algorithm tends to converge with the increase of MRR. 

1. Introduction 

In order to improve the reliability of the DS in the process of data processing, it must adopt a 

certain data fault tolerance technology. Data fault tolerance technology processes the original data 

to generate redundancy, and places the data on different racks or nodes. These redundant data can 

directly or indirectly generate the original data and solve the problem of data transmission or 

storage. Loss problem, in order to ensure the stable operation of the system [1-2]. 

At present, many scholars have studied the fault-tolerant mechanism of DSs, and have achieved 
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good results. For example, a DS designed by a scholar adopts the Spark fault-tolerant technology, 

which is distributed in the system servers, and signals are continuously sent between the servers. 

When a server fails and another server cannot receive the signal sent by the other party, it knows 

that the other server has a problem, and automatically runs to the software switching function [3]. A 

scholar uses the recovery of distributed snapshots. After a fault occurs, the machines in the DS need 

to retrieve the state from the snapshots stored in the distributed file system. In order to reduce the 

impact of recorded snapshots on normal execution, the system will provide many optimizations., 

and this goal is contradictory to fast recovery. The more obvious the optimization effect is, the 

longer the corresponding recovery time may be [4]. Some studies have proposed to evaluate the 

total amount of data sent by the DS from the data sender to the data receiver through the network 

bandwidth cost measurement. Although it can reflect the network occupancy during data repair to a 

certain extent, it only considers the total amount of data during data repair. The actual network 

topology is not considered, and the data transmission in the distributed storage system may pass 

through several layers of switches [5]. From this point of view, the fault-tolerant mechanisms of 

DSs have their own characteristics and can repair DS failures. 

This paper proposes the radial basis neural network algorithm model, and applies the algorithm 

to the data restoration of DSs; then introduces two fault-tolerant technologies; then designs the 

distributed core storage system framework, and tests the client module file upload and download 

performance; finally, the fault-tolerant optimization experiment of DS performance is carried out, 

which shows the superiority of neural network algorithm. 

2. Related Algorithms and Technologies 

2.1. Neural Network 

The simplest radial basis neural network consists of three levels that act very differently. The 

first layer is the input layer, which uses input nodes to connect the neural network and the external 

environment, and the second layer is the hidden layer, which performs nonlinear transformations 

from input points to hidden points. The third layer is the output layer, which is the sum of the linear 

weights output by the hidden units [6]. Due to the short training time of RBF, the DS is repaired by 

using RBF to meet the efficient data processing process of the system. 

The RBF function generally uses a Gaussian function: 
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2.2. Fault-Tolerant Technology 

(1) Fault-tolerant technology of database 

Because the database needs to provide reliable data services, it also needs to provide fault 

tolerance support. Database systems need to support complex transaction models, so the main 

challenge of its fault tolerance mechanism is to ensure data consistency without affecting high 

concurrency [7]. 

SiloR is a fault-tolerant database developed on the basis of the in-memory database Silo. Silo is a 

well-known in-memory database that utilizes all hardware resources to provide high throughput. 

SiloR provides complete and efficient fault tolerance support on Silo. The recovery mechanism of 

SiloR has little impact on the speed of database processing transactions, and can ensure fast 

recovery [8]. 

(2) Copy-based fault tolerance technology 

It is also a common fault tolerance technology to improve the reliability of DSs by creating 

replicas. A system with replicas can continue to provide services through replicas when the primary 

node fails [9]. However, such systems generally also need to design a mechanism to ensure the 

consistency between the replica node and the master node. The Replicated State Machine Model 

(RSM) is one approach to this problem [10]. In the RSM model, the commands accepted by the 

system are deterministic, and the primary server has the same initial state as the backup server. 

During execution, the primary server accepts and executes commands, and it also sends commands 

to the backup server. When the backup server completes the command from the primary server it 

notifies the primary server. Only then will the master server consider the command complete. Under 

this model, we can guarantee that the state of the replica server is consistent with that of the master 

server [11-12]. 

3. Application of Fault Tolerance Mechanism of DS 

3.1. Framework Design of Distributed Core Storage System 

The core storage module itself is a distributed storage system. In order to achieve high storage 

efficiency, the system adopts strategies. When it is necessary to locate file metadata or data, it is 

necessary to obtain the corresponding locating rules from the rule server [13]. As can be seen from 

Figure 1, the system includes a total of six modules. 
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Figure 1. Distributed core storage module framework 
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Client module (client): Responsible for interacting with users, mainly initiating relevant 

operation commands to the background core storage in the virtual disk, such as uploading files, 

downloading files, etc. 

Metadata storage management module (MU): responsible for managing the metadata 

information of files and user information, such as file size, file name, file creation time and file path 

or user, root directory and files contained in each user number [14]. 

Data storage management module (SU): responsible for storing data information of files. 

Configuration management module (DS): responsible for transmitting rule information to RS, 

monitoring the activity status information of SU and MU according to WD on each SU and MU, 

and feeding back the obtained status information to Administrator; executing commands sent by 

Administrator, such as Start SU or MU. 

Administrator module (Administrator): manages the configuration and creation rules of the entire 

system, mainly interacting with the DS module. 

Rule Module (RS): Responsible for storing the rule information of the system, which is used to 

locate the location of file metadata and the location of data. 

3.2. Design and Implementation of Fault Tolerance Mechanism for Clients 

In the design of the distributed core storage system structure, the client will use the data rule 

table and metadata rule table whether uploading or downloading files [15]. Then, according to the 

two rule tables, determine the SU or MU that finally interacts with the client. Because the rule table 

will be reused, when the Client logs in, it will actively pull the rule table from the RS, and then 

cache the two rule tables locally. When the rule table stored by the RS is inconsistent with the rule 

table cached by the Client, a corresponding strategy must be adopted to solve the problem of 

inconsistent rule tables. To solve this problem, the Lazy mechanism can be used [16-17]. 

A rule table that can tolerate client-side caching in a DS is out of date for a certain period of time. 

However, this inconsistency will eventually be synchronized by the Lazy mechanism to ensure that 

the rule table cached by the client is up-to-date, and the client can still provide services to ensure 

consistency, and make the rules stored in the system consistent [18]. 

3.3. Design and Implementation of Fault Tolerance Mechanism of MU Module 

The MU module (metadata storage) management module mainly stores the metadata information 

of the file. In order to ensure that the metadata information of the file is never lost and the server 

runs uninterrupted, dual-machine fault tolerance is mainly used [19]. In the MU management 

module, the dual-system hot backup mode is adopted. The main reason is that the dual-machine hot 

backup mode can not only meet the fault tolerance requirements of the system, but also is relatively 

simple to implement. Dual-system hot backup fault tolerance is implemented in the master-slave 

configuration management module of the MU. The master-slave configuration module is 

responsible for the establishment and maintenance of the master-slave relationship between a pair 

of MUs, as well as the master-slave switchover when a fault occurs [20-21]. 

4. DS Fault Tolerance Mechanism Performance Optimization Test 

4.1. Upload and Download Stress Performance Evaluation Test 

Test method: The load generator continuously initiates 100, 300, 800, 1000, 2000 connection 



Distributed Processing System 

99 
 

requests to upload and download files, where the file size is 5M, and then use the nmon tool to 

observe and record the write speed of the SU and the usage of the CPU. 

Table 1. Upload file performance test results 

Number of files 100 300 800 1000 2000 

Occupied CPU 

(%) 
12.7 13.3 13.8 14.5 14.7 

Write speed 

(kb/s) 
2034 3867 6525 7794 13451 

According to Table 1, the increase in the number of uploaded files has little effect on the CPU 

usage. This happens because the CPU does not need to be involved in the reading and writing 

process of the underlying disk. And the write speed of the disk increases with the number of files. 

According to these two performance parameters, the design of SU meets the requirements. 

Table 2. Download file performance test results 

Number of files 100 300 800 1000 2000 

Occupied CPU 

(%) 
15.8 18.3 17.6 16.4 16.2 

Read speed 

(kb/s) 
376 749 1233 1153 964 

According to Table 1 and Table 2, the CPU occupied by the downloaded file is higher than the 

CPU occupied by the uploaded file, because the user will use the computer's own data caching 

mechanism when reading the file. CPU-intensive. The read speed of the disk increases first and then 

decreases with the increase of the number of files, which is also due to the mechanism of data 

caching. 

4.2. Network Cost Optimization 

In order to reduce data repair operations during client read operations, there is a periodic scanner 

in the DS, which periodically scans the status of each data block and encoding block of each file. 

Assuming that a disk fails, it is necessary to select the recipient node clockwise along the hash ring 

and repair the lost data block or encoded block. Data repair not only consumes CPU resources, but 

also consumes a lot of network bandwidth. Therefore, certain strategies need to be adopted to 

reduce the network cost. 

To compare the Prime-based data inpainting technique with the neural network-based data 

inpainting technique, we simulated a large-scale distributed cluster. The cluster consists of 5 racks 

with 8 nodes in each rack and 4 disks per node. First, one million objects are written into the 

distributed cluster using data layout rules. The size of a single object can be used as an encoding 

group, and the size of the encoding block in the encoding group is 1MB. Then, 10,000 objects are 

selected as faulty objects, and each object randomly selects a coding block that is lost and needs to 

be recovered. Finally, the objects are recovered with Prime repair technology and neural 

network-based data repair technology, respectively. 

The DS can be customized by the system administrator for the length of the coding stripe and the 

length of the data stripe. Therefore, we compared four erasure coding data coding schemes and used 

the average network cost of repairing a single object as the evaluation standard. The experimental 
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results are shown in Figure 2 shown. In this simulated experimental environment, applying erasure 

coding scheme 1, the data blocks and coding blocks will be distributed in different racks according 

to the data layout algorithm, so the average network cost of Prime-based data repair and neural 

network-based data repair is the same. Besides, in the case of erasure codes 2, 3, and 4, the average 

network cost of neural network-based data inpainting is lower than that of Prime-based data 

inpainting. It can be seen that the data repair algorithm based on neural network can significantly 

reduce the network cost of data repair in complex network environment. 

 

Figure 2. Comparison of average network cost based on Prime repair and neural network repair 

4.3. Latency Performance Optimization 

In the experiment, when evaluating the performance of the RBF algorithm, the C.T. algorithm 

and the Pedone algorithm are selected as the reference algorithms. In addition, the experiment 

introduces a message rescheduling mechanism (Message Reordering), which disrupts the order of 

messages in the message queue received by the process according to a certain probability (MRR, 

Message Reordering Rate). 

 

Figure 3. Latency versus MRR 
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Figure 3 shows the distributed computing delay time of the RBF algorithm, the C.T. algorithm 

and the Pedone algorithm at different MRR values (the system load is fixed at 400/s). The test 

results show that the MRR has basically no effect on the C.T. algorithm, but the RBF algorithm and 

the The delay time of the Pedone algorithm increases with the increase of MRR, but the delay time 

of the RBF algorithm will converge and will not exceed the C.T. algorithm, which is consistent with 

the expected results. 

5. Conclusion 

In this paper, by comparing the data optimization results of DSs based on Prime and neural 

network, as well as the optimization results of distributed computing delay time based on RBF 

algorithm, C.T. algorithm and Pedone algorithm, it is found that neural network technology can 

reduce the network cost of data repair and convergence. The distributed computing delay time 

ensures the reliability of the DS in the data processing process, and verifies the effective effect of 

the neural network technology on the fault-tolerant mechanism of the DS. 
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