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Abstract: With the development of big data, cloud computing, and artificial 

intelligence technologies, web applications have become important carriers 

of human-computer interaction. However, their security threats continue to 

escalate, with attack types expanding from traditional SQL injection and 

cross site scripting (XSS) to new types of file free attacks, deserialization 

vulnerability exploitation, etc. The security of software supply chains is out 

of control, attack methods are diversified, and attack targets are shifting 

towards data trafficking and malicious code implantation, posing serious 

challenges to the security of individuals, enterprises, and critical 

infrastructure. This article is based on the development and functional 

extension analysis of computer platforms using JSP and JavaScript, focusing 

on two main threats: web vulnerabilities and web malicious code. Combining 

traditional program analysis and machine learning techniques, innovative 

detection methods are proposed: for traditional web vulnerabilities (such as 

XSS), a gray box fuzzy testing method based on reinforcement learning is 

proposed. Through static analysis to locate injection points, structured 

partitioning of attack payloads, and optimization of reinforcement learning 

models, the experimental detection rate reaches 93.75%, which is better than 

mainstream scanners; To address the new Java deserialization vulnerability, a 

hybrid attribute graph model was constructed and the exploitation chain was 

searched, achieving a detection rate of 80%; Targeting traditional file based 

malicious code (JavaScript), combining semantic analysis with BiLSTM 

model, generating semantic slices through program dependency graph and 

optimizing input with optimal accuracy; A hybrid method of dynamic 

monitoring, security sensitivity, and lightweight taint analysis was used to 

detect malicious code on the Java file free web shell, achieving a detection 

rate of 81.33%. The research aims to improve detection efficiency and 
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accuracy, and respond to the evolving threats of network attacks. Future 

work will focus on the transferability of detection models, improvement of 

program analysis accuracy, establishment of standard test sets, and research 

on code obfuscation mitigation techniques. 

1. Introduction 

With the development of technologies such as big data, cloud computing, and 

artificial intelligence, web applications have penetrated into various fields of social 

life, from information websites to complex information systems, providing users with 

convenient services but also becoming the main target of attackers. The number and 

types of attacks targeting web applications are rapidly increasing, from traditional 

SQL injection and XSS to file free attacks, deserialization vulnerability exploitation, 

etc., posing serious challenges to personal privacy, enterprise data, and national 

critical information infrastructure security. The current web application security 

detection faces three major challenges: firstly, the extensive use of open source 

software makes it difficult to control software supply chain security, and 

vulnerabilities and malicious code are easily migrated along the supply chain; 

Secondly, the attack methods are constantly updated. Traditional attacks (such as SQL 

injection and XSS) have not been fully defended, and new types of attacks (such as 

file free attacks and ReDoS/ROP attacks) have intensified the pressure of protection; 

Thirdly, the target of attacks has shifted from disrupting availability to data trafficking 

and malicious code extortion, with an increase in hacker attacks driven by profit.This 

article focuses on the development and functional extension of computer platforms 

based on JSP and JavaScript, focusing on web vulnerability detection and malicious 

code detection. Combining traditional program analysis with new machine learning 

technologies, a series of innovative methods are proposed: for traditional web 

vulnerabilities (such as cross site scripting vulnerabilities), a gray box fuzzy testing 

method based on reinforcement learning is proposed. Through static analysis to 

identify injection points and structured partitioning of attack payloads, reinforcement 

learning is used to generate/mutate payloads. The experimental detection rate reaches 

93.75%, which is better than other well-known scanners; Build a hybrid attribute 

graph model for new web vulnerabilities (such as Java deserialization vulnerabilities), 

generate/merge graphs and search for exploitation chain detection, with an 

experimental detection rate of 80%; A detection method combining semantic analysis 

and BiLSTM is proposed for traditional file based web malicious code (such as 

JavaScript). The method generates semantic slices through program dependency 

graphs and converts them into model inputs, with higher accuracy than other machine 

learning models and tools; Design a hybrid method of dynamic monitoring and static 

feature analysis for file free web malicious code (such as Java file free web shell), 

using security sensitive methods screening, probe insertion, and lightweight taint 

analysis to determine whether suspicious classes are web shells. The experimental 

detection rate is 81.33%.In summary, the innovative method proposed in this article 

aims to improve the accuracy and efficiency of web application security detection, 

respond to evolving network attack threats, and provide support for ensuring web 

application security. 
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2. Correlation theory 

In the field of computer platform development and feature extension based on JSP 

and JavaScript, multiple studies have been conducted from the dimensions of security, 

quality improvement, and functional innovation, forming a multidimensional 

technical optimization framework. In terms of security detection, JSHint effectively 

enhances its ability to detect malicious code by revealing API usage and analyzing 

malicious JavaScript behavior; Dora and others conducted a security centered 

evaluation of the web application code generated by LLM, revealing its hidden risks 

(such as potential vulnerabilities), but the sample size may affect the 

comprehensiveness of the conclusions. In terms of program quality optimization, 

Antal et al. proposed a call metric method based on mixed call graph to enhance the 

accuracy of bug prediction in JavaScript programs; Francesco's "JavaScript Design 

Patterns" summarizes design patterns from a methodological perspective, helping to 

improve code maintainability and extensibility, but its effectiveness depends on the 

actual application capabilities of developers. At the level of functional extension, 

Boostlet-js implements a web image processing plugin through JavaScript injection, 

which extends the image processing capabilities of the web, but may face security or 

compatibility challenges. In terms of system optimization, the JavaScript engine 

verification method proposed by the Korean patent aims to reduce detection errors in 

personal information monitoring systems and lower misjudgment rates through engine 

optimization, but the technical implementation complexity is relatively high. In 

addition, MetaPix, as a data centric AI development platform, focuses on efficient 

management and utilization of unstructured computer vision data, integrating data 

management and AI development processes to improve processing efficiency. 

However, its performance depends on the quality and diversity of input data. These 

studies have promoted platform development and feature extension based on JSP and 

JavaScript from different dimensions, balancing security, quality, and functionality 

requirements. However, they also have limitations in technology implementation, data 

dependency, or scenario adaptation. 

3. Research method 

3.1. Overview of Program Analysis and Web Security Detection Technologies 

In the development and functional extension analysis of computer platforms based 

on JSP and JavaScript, program analysis technology, web vulnerability detection 

technology, and web malicious code detection technology are key components to 

ensure platform security. As a foundation, program analysis technology covers static 

analysis, dynamic analysis, and machine learning based analysis methods. Static 

analysis extracts program states through techniques such as data flow, while dynamic 

analysis records program execution paths and behaviors to obtain features. Machine 

learning based analysis technology can solve problems such as low path coverage, 

improve analysis accuracy and efficiency. Web vulnerability detection technology can 

be divided into static analysis, dynamic analysis, and machine learning based 

detection according to different analysis methods. Static analysis discovers 

vulnerabilities through lexical, syntactic, and other analyses during the development 

phase, while dynamic analysis detects vulnerabilities through runtime analysis during 

the testing phase. Machine learning detection improves detection accuracy and 

completeness through data preprocessing, feature extraction, and model selection. 
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Web malicious code detection technology mainly targets web shell and JavaScript 

malicious code, with feature extraction covering multiple dimensions such as lexical, 

syntactic, semantic, statistical, and abstract features. Static analysis detects malicious 

code by comparing static features with discriminative conditions, while dynamic 

analysis combines behavior judgment to enhance detection capabilities. Machine 

learning based detection methods automatically extract high-dimensional features and 

combine static and dynamic analysis to achieve effective identification of malicious 

code. These technologies together provide a solid security guarantee for the 

development and functional extension of computer platforms based on JSP and 

JavaScript. 

3.2. Research on Java deserialization vulnerability detection method 

The Java deserialization vulnerability, as a serious threat to web application 

security, has received much attention in recent years. The Java serialization 

mechanism can convert objects into byte sequences to optimize inter process 

communication, improve system performance, or save models (such as machine 

learning models), while deserialization is its inverse process. However, when dealing 

with untrusted data, the deserialization mechanism may be maliciously exploited, 

leading to serious threats such as denial of service attacks, remote code execution, or 

malicious code implantation, with a huge potential impact range.The severity of this 

vulnerability was widely recognized after the Fox Glove security team first exploited 

the Apache Commons Collections deserialization vulnerability to launch a remote 

code execution attack in 2015. It was listed as one of the top 10 most serious web 

security risks in 2017 due to its impact on popular web containers such as WebLogic 

and DB2. According to statistics, the National Vulnerability Database (NVD) 

recorded a total of 126 related vulnerabilities from 2015 to 2022, and the number has 

been on the rise in the past four years. Most of them exist in third-party open source 

software such as fastjson, and may spread to downstream web applications through 

the software supply chain.The existing detection methods have made some progress: 

in 2018, Haken proposed the first detection tool, Gadget Inspector, which assists 

security personnel in detecting vulnerabilities by searching and exploiting chains. 

However, due to the rough analysis of method calls, there are many false positives; In 

2020, Rasheed et al. improved their ability to analyze large programs by combining 

pointer analysis and fuzz testing; In 2021, Lai et al. proposed a detection method that 

combines static and dynamic analysis to further optimize detection efficiency. 

However, existing methods still have limitations in terms of semantic analysis depth 

and precise mining using chains.Detecting Java deserialization vulnerabilities faces 

two core challenges: firstly, the lack of appropriate code abstraction representation, 

such as the inheritance, rewriting, and calling relationships of traditional abstract 

syntax trees (AST), control flow graphs (CFG), and other non integrated classes, 

making it difficult to achieve accurate analysis; The second challenge is the difficulty 

of building a utilization chain, which requires quickly locating potential paths among 

tens of thousands of classes in the target program and Java Runtime Environment 

(JRE).In response to the above challenges, this article proposes a hybrid attribute 

graph model that integrates features such as class inheritance and method invocation 

related to deserialization. By using a bidirectional construction algorithm to merge 

and search the hybrid attribute graph, it effectively detects Java deserialization 

vulnerabilities. This method aims to improve the accuracy and efficiency of detection, 

providing technical support for addressing such high-risk vulnerabilities. 
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3.3. Analysis of Cross site Script Vulnerability Principle 

Cross site scripting vulnerability is a common security threat in web applications, 

which essentially involves attackers injecting malicious code into trusted websites. 

When a user visits the website, the embedded malicious code automatically executes 

(difficult for the user to detect), thereby stealing sensitive information (such as user 

cookies) or spreading malicious content. According to the triggering method of 

malicious code, XSS vulnerabilities can be divided into three categories: reflective 

XSS induces users to click by constructing links containing malicious scripts, and the 

browser triggers the attack after executing the script; Storage based XSS stores 

malicious data on the server side (such as a database), and when other users browse 

related content, the stored malicious data is rendered onto the page and executed; 

DOM type XSS utilizes the dynamic modification feature of the Document Object 

Model (DOM), allowing malicious code to modify page content or style on the client 

side and execute it. Reinforcement learning is a machine learning method that studies 

agents maximizing long-term rewards through interaction in complex environments. 

Its core consists of agents and the environment: when the environment is in a certain 

state, the agent selects an action based on the current state, and after the action is 

executed, the environment transitions to the next state and returns a reward. The goal 

of an intelligent agent is to learn the optimal strategy through continuous interaction, 

which can be formalized as a Markov Decision Process (MDP) described by a 

quadruple of state space, action space, reward function, and state transition function. 

The decision effect is quantified through the state value function and state action 

value function, and the optimal strategy is ultimately solved to maximize cumulative 

rewards. 

4. Results and discussion 

4.1. The evolution and challenges of Java deserialization vulnerability detection 

technology 

The Java deserialization vulnerability, as a serious threat to web application 

security, has received widespread attention in recent years. The serialization 

mechanism of Java can convert objects into byte sequences to optimize inter process 

communication, improve system performance, or save models (such as machine 

learning models), while deserialization is its inverse process. However, when 

handling untrusted data, the deserialization mechanism may be maliciously exploited, 

leading to serious threats such as denial of service attacks, remote code execution, or 

malicious code implantation. The potential impact of such vulnerabilities is enormous. 

As early as 2006, researchers raised concerns about potential Java deserialization 

vulnerabilities, but it wasn't until 2015 when the Fox Glove security team first 

exploited the Apache Commons Collections deserialization vulnerability to launch a 

remote code execution attack that its severity was widely recognized. This 

vulnerability was listed as one of the most serious web security risks in the 2017 

OWASP Top 10 due to its impact on popular web containers such as WebLogic and 

DB2. According to statistics, the National Vulnerability Database (NVD) recorded a 

total of 126 Java deserialization vulnerabilities from 2015 to 2022, with the number 

showing an upward trend in the past four years, and most of them exist in third-party 

open source software (such as fastjson), which may spread to downstream web 

applications through the software supply chain. The existing detection methods have 
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made some progress. In 2018, Haken proposed the first detection tool, Gadget 

Inspector, which assists security personnel in detecting vulnerabilities by searching 

and exploiting chains. However, due to the rough method call analysis, there are many 

false positives; In 2020, Rasheed et al. improved their ability to analyze large 

programs by combining pointer analysis and fuzz testing; In the same year, Du 

Xiaoyu and others proposed a detection method based on bytecode search, using taint 

analysis and symbolic execution techniques to mine call chains; In 2021, Lai et al. 

proposed a detection method that combines static and dynamic analysis; In 2022, Wu 

Yongxing et al. proposed a chain mining method based on mixed information flow 

analysis. However, existing methods still have limitations in terms of semantic 

analysis depth and precise mining using chains. There are two major challenges in 

detecting Java deserialization vulnerabilities: firstly, the lack of appropriate code 

abstraction representation. Traditional abstract syntax trees, control flow graphs, and 

other non integrated class inheritance, rewriting, and call relationships make it 

difficult to achieve accurate analysis; The second challenge is the difficulty of 

building a utilization chain, which requires quickly locating potential paths among 

tens of thousands of classes in the target program and Java Runtime Environment 

(JRE). In response to the above challenges, this article proposes a hybrid attribute 

graph model that integrates features such as class inheritance and method invocation 

related to deserialization. By using a bidirectional construction algorithm to merge 

and search the hybrid attribute graph, it effectively detects Java deserialization 

vulnerabilities. 

4.2. JavaScript Malicious Code Detection Methods 

JavaScript, as a widely used lightweight scripting language in web development, 

has become an important target for malicious code attacks due to its dynamic nature. 

It can launch various threats such as cross site request forgery, driver download 

attacks, and distributed denial of service attacks. Traditional detection methods face 

challenges due to attackers using techniques such as random obfuscation, encoding 

obfuscation, data obfuscation, and logic obfuscation - these techniques hide malicious 

intent by modifying variable names, inserting irrelevant logic, recombining strings, 

etc., leading to the failure of tools based on keywords or static analysis. To this end, 

researchers propose a deep learning based detection method that treats programs as 

special natural language and utilizes models such as LSTM, Graph Convolutional 

Networks (GCN), and attention mechanisms to capture code semantics; However, the 

flexibility of program syntax is high, and the dependency relationships between 

statements do not depend on distance. Simple traversal of abstract syntax trees (AST) 

or control flow graphs (CFG) is difficult to effectively extract semantics. This article 

proposes a program slicing method based on semantic analysis: combining control 

flow and data flow dependencies to construct a program dependency graph (PDG), 

restoring code semantics through obfuscation processing (such as JSDetox tool), and 

then generating slices that preserve rich semantics based on key functions (string 

operations, encoding conversion, URL redirection, and special behaviors, etc.), and 

converting them into vector input bidirectional long short-term memory networks 

(BiLSTM). This model captures long-term dependencies between sentences through 

forward and backward propagation. Experiments have shown that its detection 

performance is superior to other machine learning models (such as Naive Bayes, 

SVM, Random Forest) and traditional tools (such as JaSt, ClamAV). The accuracy on 

the de obfuscation dataset is 97.71%, and the F1 score is 98.29%, effectively 
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addressing the interference of obfuscation techniques on detection 

4.3. Comparative analysis of evaluation effects 

In the development and functional extension analysis of computer platforms based 

on JSP and JavaScript, in order to systematically evaluate the effectiveness of 

JShellDetector, this article records in detail the results of two key steps: suspicious 

class dynamic recognition and webshell detection. The number of suspicious class 

recognitions is used to evaluate the performance of the method probe and determine 

whether it can accurately capture the triggering of sensitive features by the webshell; 

The number of detected webshells is used to evaluate the detection performance of 

webshells based on taint analysis, and is also the evaluation criterion for the overall 

performance of JShellDetector. Table 1 shows the specific performance of 

JShellDetector on various test cases, where step 1 identifies suspicious classes and 

step 2 detects webshells. As shown in Table 1 

Table 1. Fileless webshell detection results of JShellDetector 

ShellDetector Classification 

Type 

Step 1 (Identify Suspicious 

Classes) 

Step 2 (Webshell 

Detection) 

Component Memory Shell 60 
54(42 successful, 12 

failed) 

Web y/t Listener-based Type 60 
55 (41 successful, 14 

failed) 

Servlet Type 60 

56 (48 successful, 8 

failed) 

 

Interceptor Type Based on 

Spring Controller Framework 
60 

51 (35 successful, 16 

failed) 

Total 300 

244(162 successful, 

78 failed) 

 

The experimental results showed that JShellDetector successfully captured all 

suspicious classes in 300 test cases, with a detection rate of 100%, proving the 

effectiveness of the method probe based screening method and significantly reducing 

the detection range. In the webshell detection phase, a total of 244 test cases were 

detected, with a detection rate of 81.33%. To explore the reasons for detection failure, 

this article conducted manual analysis on failed cases and found that the main reasons 

for failure were string encryption and dynamic code generation technology. A test 

case fragment showing detection failure due to string encryption was presented, in 

which the attacker encoded the code fragment implementing malicious logic in 

Base64 and stored it in a string. The webshell was remotely connected and re decoded 

the string into a Java class, and the malicious command was executed in the parsed 

Java class, thus bypassing detection. In summary, JShellDetector successfully 

captured all test cases that triggered security sensitive methods, extracted trigger 

classes from the JVM as bytecode files, and detected 81.33% of malicious behavior 

through taint analysis, demonstrating its effectiveness in detecting Java fileless 

webshells. At present, research on Java fileless webshells is still in its infancy, and 

Copagent and CacheShell are two open-source detection tools. Copagent filters 

suspicious classes through package name, class name, interface name, and comments, 
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using three built-in rules; Memory Shell enhances its protection against file free 

webshell attacks and method call analysis based on this foundation. 

 

Figure 1. Detection Rates of Different Types of Java Fileless Webshells 

However, as shown in Table 2, the performance of both Memory Shell and 

Copagent is inferior to JShellDetector, with detection rates of 63.67% and 54%, 

respectively. JShellDetector has a detection rate of 81.33%, especially in Spring based 

webshells, where its detection rates are 40% and 20.83% higher, respectively. 

Copagent is also unable to detect interceptor type webshells. The superiority of 

JShellDetector lies in its behavior based detection method, which, unlike blacklist 

based mechanisms, can detect malicious behavior that does not inherit dangerous 

parent classes or implement specific interfaces. In terms of system resource 

consumption, JShellDetector adopts offline analysis and deployment methods to 

detect and unload analysis tasks. It communicates through message queues, and the 

additional memory consumption does not exceed 5% of the web server capacity. This 

study proposes a lightweight, hybrid analysis based detection method to address the 

issue of maintaining the persistence of web attacks using Java fileless webshells. By 

monitoring security sensitive method triggers to narrow down the detection range, the 

trigger class is extracted and converted into a bytecode file, and then lightweight taint 

analysis is applied to determine whether the suspicious class is a webshell. The 

experimental results show that this method detected 81.33% of malicious samples, 

which is about 18% higher than existing tools. 

5. Conclusion 

In recent years, with the development of technologies such as cloud computing, big 

data, and artificial intelligence, web application functions have become increasingly 

complex. However, security risks have intensified, especially with the prosperity of 

open source communities leading to vulnerabilities and malicious code spreading 

through software supply chains, causing serious losses. In response to the expansion 

of web application attack types from traditional SQL injection and XSS to file free 

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

Web Component-Based Spring Framework-Based Overall Detection Rate

JShellDetector Copagent MemoryShell



International Journal of Multimedia Computing 

 

89 

 

attacks, deserialization vulnerability exploitation, etc., traditional defenses are 

insufficient and new types of attacks exacerbate the pressure of protection. The attack 

targets have shifted to data trafficking, extortion, etc. This article focuses on web 

vulnerability and malicious code detection, combining traditional program analysis 

and machine learning methods to propose four innovative methods: the grey box 

fuzzy testing method based on reinforcement learning is applied to cross site script 

vulnerability detection, identifying potential injection points and structured partition 

attack payloads through static analysis, and using reinforcement learning models to 

generate and mutate attack payloads. The experiment shows that the vulnerability 

detection rate in the test samples reaches 93.75%, significantly better than other well-

known vulnerability scanners; A mixed attribute graph model is proposed for 

detecting Java deserialization vulnerabilities. By constructing a mixed attribute graph 

with features such as deserialization related class inheritance and method invocation, 

and searching for exploitation chains on the graph, the experimental detection rate 

reaches 80%; A method based on semantic analysis and BiLSTM model is proposed 

for traditional file based web malicious code detection. By analyzing the program 

dependency graph to generate semantic slices and converting the slices into deep 

learning model inputs, the experimental accuracy is superior to other machine 

learning models and detection tools; A hybrid method of dynamic monitoring and 

static feature analysis is designed for detecting malicious code on the fileless web. 

Through screening security sensitive methods, inserting method probes, and 

lightweight taint analysis techniques, the suspicious class is determined to be a web 

shell, with an experimental detection rate of 81.33%. In the future, it is necessary to 

improve the transferability of detection models, the universality of vulnerability 

methods (such as unified intermediate representation), enhance the accuracy of 

program analysis (develop tools for specific problems), establish standard test datasets, 

and study anti obfuscation techniques to strengthen the robustness of malicious code 

detection. 
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