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Abstract: With the rapid development of the Internet and the advancement of information 

technology, the server storage model is difficult to cope with the storage and management 

of data by companies or departments, and the file system becomes more and more complex. 

The purpose of this paper is to study the distributed system development process of 

fault-tolerant scheduling algorithm based on load balancing. This paper takes the 

distributed file system as the research object, points out the load skew problem in the 

process of load balancing, and analyzes the reason according to the file system architecture 

and design concept. Based on the concepts of static load balancing and dynamic load 

balancing, an optimal load balancing algorithm of FastDFS is proposed. The algorithm can 

not only ensure the load sharing ability of the system, improve the stability of the system, 

but also prevent the load imbalance in the process of linear expansion of the system, and 

overcome the original load balancing problem. Experiments show that the distributed 

system constructed in this paper has better resource scheduling performance, and the 

real-time load is also optimized to some extent. 

1. Introduction 

With the rapid development of the Internet and the increasing popularity of information 

technology, the amount of data processed by people is increasing by tens of thousands, and the 

requirements for data computing and storage capabilities are constantly increasing. The era of 

massive data has come. According to current trends, distributed file systems have become an 

increasingly important technology as part of the enterprise storage space, and have been rapidly 

developed. The computer stores and manages data and files through the file system. It connects 

multiple originally unrelated file systems on nodes distributed in different locations through 

network communication and data transmission to form a huge number of nodes. File system 

network. Which node the data is stored on and from which node the data is obtained are all 
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transparent to the user. According to no need to care, the user only needs to manage the files and 

data as if they were operating the local file system [1] -2]. 

In the research of the distributed system development process based on the load balancing 

fault-tolerant scheduling algorithm, many scholars have studied it and achieved good results, for 

example : Chatterjee M proposed: For large-scale software development, the concept of software 

architecture is more The definition is much more complicated. Software architecture depends on the 

architect's culture and their understanding of software engineering. Some of this information is 

shared with development teams in trivial form, while others in the form of meaningful tools that 

support software development and evolution are standard [3]. Kada B et al. define: "The software 

definition of a computer software or program is one or more parts of a system consisting of 

software components, the externally visible properties of these components, and the relationships 

between these components" [4]. 

This paper takes the improvement of FastDFS load balancing algorithm as the innovation point, 

and completes the following work: First, it analyzes the architecture of FastDFS distributed file 

system and the design concept of lightweight system, cluster and peer-to-peer system. And back up 

and synchronize data. Changes in the load balancing process in the system can cause load stress 

during line extension, and in-depth analysis of the key factors for load slowing down. The full 

algorithm takes into account the actual load of the storage server and the remaining storage space in 

operation, and conducts appropriate experiments on the advanced algorithm to ensure the accuracy 

and high quality of the advanced algorithm. 

2. Research on Distributed System Development Process Based on Load Balancing 

Fault-Tolerant Scheduling Algorithm 

2.1. Load Balancer and Load Balancing Algorithm 

The use of load balancers is to prevent service interruption and failure due to uneven server load. 

It is generally used when the server continues to upgrade or system maintenance. When a server is 

selected to launch services, new users will not be allocated to the server. This can ensure that 

uninterrupted services are provided for users. However, due to the large number of cloud computing 

platform resources, various types, large scale, and on-demand supply, if a load balancer is used to 

ensure that the load of the server group increases on the one hand, the cloud computing platform On 

the other hand, since the load balancer integrates the load balancing algorithm, and the hardware 

integration algorithm is limited, it cannot be applied to various resource scheduling of the cloud 

platform. Therefore, in the design of the cloud platform, it must be designed in line with the cloud 

computing service-oriented The software method of load balancing resource scheduling, that is, it is 

necessary to reasonably adopt the load balancing scheduling algorithm mechanism to ensure the 

dynamic scheduling of cloud resources [5-6]. 

Because load balancing is widely used in computer clusters, there is a lot of research in this area, 

and many balancing algorithms to solve the load problem have also been generated. The basic ones 

include round-robin, global random selection, global and local diffusion, and proxy-based 

algorithms. method and so on. The earliest use was static equalization, and it has been developed to 

the relatively complex but easier to implement dynamic equalization. Static load balancing is 

relatively simple and easy to implement, but its adaptability is relatively weak. Since performance 

such as execution time and task size cannot be accurately predicted before running, it can only be 

roughly estimated based on experience, so there is a large error in static division. In contrast, 

although dynamic load is easy to implement, it is more difficult than static load. Dynamic balancing 
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can dynamically adjust the number of tasks of each node during operation according to the node 

load, and can also dynamically adjust according to the response time and load conditions of each 

node[15-16]. Through load balancing, cluster resources can be maximized, so in practical 

applications, load The balancing implementation adopts dynamic load balancing [7-8]. 

2.2. Using Model Checking for Property Verification 

Using DIScid for formal description can well describe the properties of component interactions 

in distributed systems, and at the same time, we hope to further verify the properties. The idea of 

formal property verification is to use logical reasoning (mainly theorems) for deductive verification. 

For complex systems, manual reasoning is cumbersome and inefficient, making it difficult to 

popularize in practice on a large scale. The other is the model checking method (modelcheckins) 

that searches the finite state space, which automatically analyzes and verifies whether the given 

system description L satisfies a specific property P. The principle is[9-10] 

PL                                 (1) 

Whether it is true or not, and when the nature of violation or loophole occurs, its support tool can 

give its problem sequence, thus providing convenience for loophole location and system 

improvement of the system. Its detection strategy is shown in Figure 1. The core is to use Disc to 

describe the interaction style and nature respectively, and then turn it into the state diagram of LTS, 

and then perform a synchronous product of the two state diagrams to analyze and detect the 

interaction style constructed by Dise. Correctness [11-12]. 

 

Figure 1. Discid's model detection idea 

2.3. Algorithm Selection 

The fitness function reflects the degree of adaptation of chromosomes to the environment. The 

higher the fitness function, the more likely the chromosome should be selected. In the algorithm 

described in this paper, the r value of the scheduling corresponding to a chromosome should be 

closely related to the fitness of the chromosome, because we finally use the r value to evaluate the 

load balancing performance of the heterogeneous system. In the worst case of system load 
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balancing, r takes the maximum value. Obviously, when all tasks are allocated to the node with the 

worst computing power in the heterogeneous system, the load balancing of the system is the worst. 

Then, we can determine the value range of v [13-14]. make 
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The value range can be determined. 

3. Research and Design Experiment of Distributed System Development Process Based on 

Load Balancing Fault-Tolerant Scheduling Algorithm 

3.1. Overall Design Framework 

In complex large-scale distributed systems, unified management software is used to manage 

resources, plan cloud resources, integrate all resources, and divide them into common 

high-productivity resources. High computing density and critical resources. Resources, if the 

separation of different resources is not enough, in the actual work in the future, you can also add 

new resource classes to group resources, perform capacity monitoring and real-time statistics, and 

also solve the problem of preset cloud source resource performance. Low can not satisfy users 

demand. Policy pools are designed between cloud resource pools and cloud platform 

services[15-16]. All policies are centrally managed in a policy pool, where policies are divided into 

function priority policies and set a special value. Due to the large number of cloud resources, the 

scheduling algorithm of cloud resources is mainly based on algorithms, and other algorithms are 

added according to user needs. Therefore, in the proposed planning group, the request is first 

transferred to the corresponding process. The resource selection is set according to the service type, 

and then through the load The balancing algorithm balances the system load. Finally, since cloud 

computing is a service, this paper mainly classifies cloud services according to the convenience 

they provide, and examines the performance-based characteristics of cloud computing. For the 

above three types, each type corresponds to a different strategy selection strategy [17-19]. 

3.2. Experimental Design 

In this paper, two tests are carried out for the distributed system constructed in this paper. The 

first is the resource scheduling performance test. The resource scheduling test is carried out on each 

part of the distributed system to analyze its scheduling performance. The second is the change of 

system real-time load before and after improvement. 

4. Experimental Analysis of Distributed System Development Process Based on Load 

Balancing Fault-Tolerant Scheduling Algorithm 

4.1. Resource Scheduling Performance Test 

In this paper, the resource scheduling performance of the distributed system constructed in this 

paper is tested, and four groups of experiments are used for longitudinal comparison, mainly for the 
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processing time of each task. The experimental data are shown in Table 1. 

Table 1. Summary of resource scheduling performance test results 

 Experiment 1 Experiment 2 Experiment 3 Experiment 4 

Overall 

response time 
433.32 450.08 449.90 450.08 

Data center 

processing 

time 

0.40 0.42 0.42 0.42 

Virtual 

machine 

overhead 

539.59 539.59 539.59 539.59 

Data 

transmission 

overhead 

1.91 2.53 2.53 2.53 

 

 

Figure 2. Processing time of the distributed system 
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Figure 2 Results Comprehensive analysis of six groups of experimental data from four directions: 

overall response time, data processing time, virtual machine overhead and data transmission 

overhead. The central processing time is slightly higher than the time of using the load balancing 

algorithm alone. From the perspective of system overhead, the data transmission overhead is also 

higher than the time of the independent balancing algorithm, but the data transmission overhead of 

the superposition algorithm is the same, and the virtual machine overhead is the same as the 

scheduling used. The algorithm is related to the stacking algorithm, because the different stacking 

algorithms lead to slight differences in the virtual machine overhead. From the data center load 

graph in the experimental data, it can be seen that the data center load in a separate load balancing 

algorithm is lower than the system load after the algorithm is stacked. But the load of the three data 

centers is relatively balanced. The experimental results show that the use of the scheduling 

algorithm and the load balancing algorithm will have a certain impact on the overall response time 

and system overhead, but the impact is not very large, and the overall system load tends to be stable 

in the system resource allocation, and at the same time it can meet the The different needs of users 

for different distributed system services. 

4.2. Real-Time Load Rate Change 

In this paper, 10 threads are used to simulate the number of concurrent users, the number of 

uploads per thread is 1024, and the size of a single file is 1M. At the same time, the real-time load 

value is obtained by reading the data in the shared memory. The statistical results of the experiments 

on the three load balancing strategies are shown in Table 2 below. 

Table 2. Real-time load value change before and after the improvement 

 Group1 Group2 Group3 

Improvement 2 26 32 60 

Improvement 1 26 32 70 

Before the 

improvement 
14 26 50 

As can be seen from Figure 3, according to the above three load value change curves, among the 

load changes before the improvement, only the load of group 3 has been changing, and the other 

two have not changed, showing a serious load imbalance phenomenon. In the load change of 

Improvement 1, it can be seen that when the load value of group3 exceeds 75, group2 will help to 

share some of the load. In the load change of improvement 2, the load values among the three 

groups all change, and the change of group3 is more severe, which means that group3 bears more 

load. 
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Figure 3. Real-time load change diagram 

5. Conclusion 

This article takes the FastDFS distributed file system as the research object, so it is necessary to 

understand the architecture and design concept of the system. Then, the load balancing technology 

is deeply studied, and it is pointed out that the load sloping phenomenon will occur for a period of 

time when the algorithm is horizontally expanded, and the main reason for this is that the real load 

of the server node is not considered. For this reason, this paper uses the idea of dynamic load 

balancing algorithm to regularly collect the real-time load of server nodes. In order to reduce the 

system overhead caused by dynamic load, and considering the balance of storage space, the static 

load balancing algorithm is simple, low cost, and The characteristics of ensuring load balancing 

between nodes with the same load in a short time, using the remaining space to calculate the 

weights, adopting the idea of weighted round-robin, combining dynamic and static algorithms, and 

taking into account the adoption of different load strategies for different services, This improvement 

is reflected in that the entire life cycle of the distributed system is unified in the control of the 

software architecture. ADisDTool supports the implementation of the above methods proposed in 

this paper in the development of distributed systems, and provides syntax editing environments 

such as DISADL and Discid. Semantic conversion tools, property verification tools, graphical 

interactive environment, etc., have good convenience and versatility.  
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