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Abstract: Machine learning is a process in which computer is used to train and calculate 

input data and output results in a complex, multi task simulation. In data analysis, we can 

use machine learning to carry out experimental research and theoretical verification. In 

order to improve the ability of data analysis, we need to use machine learning and data 

mining methods to better process data. In this paper, experimental method and principal 

component analysis method are mainly used to test and discuss the fusion of machine 

learning in data analysis. The experimental results show that the CPU utilization rate in 

Scheme 4 is about 85% on average. The reason why the CPU of the Scribe center server is 

reduced is that after receiving data, there is less data to decompress, which reduces the 

CPU utilization. 

1. Introduction 

With the development of network, all kinds of massive data need to be processed and applied. 

Machine learning has the characteristics of timeliness, speed and large capacity in data processing. 

Data mining uses machine learning to understand the useful or useless information hidden in a large 

amount of data. How to get the useful information we need quickly and effectively becomes more 

and more important. Data mining technology plays an important role in information classification 

and calculation. It can extract and utilize the unstructured data that cannot be directly obtained, 

processed and used by humans. 

There are different theoretical achievements in machine learning and data analysis from many 

aspects. For example, some experts point out that machine learning enables machines to learn rules 

from various data to classify and recognize new samples. [1-2] Some experts also designed and 

implemented a LIS data analysis system based on web data mining and concurrent access control 

technology [3-4]. In addition, some experts believe that data warehouse and data mining technology 
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can better organize big data, make it play its best role, and provide a basis for business 

decision-making [5-6]. Therefore, the research on the application of machine learning in data 

analysis in this paper has theoretical basis and is conducive to the design of data processing and 

analysis system. 

In this paper, deep learning and principal component analysis are first studied, and the 

calculation process is described. Secondly, the event category recognition of data and knowledge 

fusion is described. Then, statistical learning and support vector machine are discussed briefly. 

Finally, through the design and experiment of the data analysis system, relevant data and 

conclusions are obtained. 

2. Practice of Fusion Machine Learning in Data Analysis 

2.1. Deep Learning and Principal Component Analysis 

Before data analysis, we need to preprocess the results obtained. This step is very important and 

complex. Generally, there are three main methods, sample classification, feature extraction and 

normalization. In the process of data preprocessing, we need to conduct a series of statistical 

analysis on the samples obtained. This will ensure that our final results are more accurate [7-8]. 

Deep learning has more hidden layers than traditional neural networks. In deep learning, the flat 

learning method greatly reduces the learning efficiency. Second, solutions to dimensional disasters. 

Multi level extraction and network weight storage form transformation are used to extract and 

transform the original data to obtain high-dimensional abstract features. Unmanned learning 

generates low dimensional features, providing more concise model features for subsequent 

processing. 

The deep learning method has the following problems: First, it needs a lot of data. Secondly, the 

distribution of test and drive components should be consistent. It matches the current distribution. If 

different, it is difficult to obtain satisfactory results. Third, deep learning is slow. Fourth, parameter 

setting is difficult. Parameter design methods are different for different problems [9-10]. 

Finite boltzmann machine is a model based on energy minimization. The energy function 

consists of hidden layer, visible layer and weighted energy. State probability (W, K) is determined 

by the energy state of the whole network: 
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The DBN training algorithm is obtained by greedy stacking RBM layer by layer. The whole 

DBN network can be regarded as a deep BP network. Back propagation will spread the error 

information from top to bottom, so as to fine tune the whole DBN weight and solve the problem of 

long training time. 

2.2. Identification of Event Categories Integrating Data and Knowledge 

Data based event extraction is to obtain the connotation of events from corpora through machine 

learning, while knowledge-based event extraction method is to summarize the connotation of event 
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patterns or events through language using its own knowledge. The event connotation obtained by 

the event extraction method based on data is realized by establishing a machine learning model, 

which is an implicit representation with poor interpretability [11-12]. 

The essence of event mining process is analyzed, and it is found that event mining based on 

knowledge is the same as event mining based on data. The essence of the two event extraction 

methods is the same, which provides a prerequisite for merging the two methods into one event 

extraction method. And these two methods have their own advantages and disadvantages in the 

event extraction process. The method of merging data and knowledge can combine the advantages 

of these two methods, weaken the influence of their shortcomings, and improve the effect of event 

extraction. This paper proposes an event extraction strategy integrating data and knowledge, and 

designs a complete event extraction method, which describes the process of event extraction method 

with the essential connotation and extension of events [13-14]. 

This paper proposes an event extraction method that integrates data and knowledge. Event 

extraction includes event category recognition and event element recognition. Firstly, the event 

category recognition of data and knowledge fusion is studied. In event category recognition, we 

need to build relevant knowledge and select appropriate event features from the training corpus. 

Add the constructed knowledge to the event feature to form a new event feature. By processing new 

features, feature vectors are generated. The machine learning model is established after the feature 

vector is processed by the machine learning method, and the event category recognition of the test 

corpus is realized [15-16]. 

2.3. Statistical Learning and Support Vector Machine 

Problems in multidimensional data analysis: In multimodal decomposition and clustering 

combination, due to some shortcomings in the algorithm, the program runs longer, and requires re 

threshold segmentation. Therefore, when a training set is processed, multiple meshes can be 

obtained. However, this cannot guarantee that every sample can be classified into the same area. 

Analyzing the correlation in the test data results will increase the calculation amount and cost for 

similar phenomena in different grid domains. Multidimensional data analysis algorithm is based on 

different methods, such as clustering technology, classification and association rules. These 

methods have their own uniqueness. Multidimensional data analysis and application is a dynamic 

process. It has been developing with time, space and technology. The multidimensional data 

analysis algorithm is improved on the traditional machine learning method, and other related 

technologies such as neural network, fuzzy clustering and support vector machine are introduced 

[17-18]. 

Support vector machine linear classifier is a basic statistical learning model algorithm. In this 

case, the problem of optimal classification line is solved. The main purpose of this classification 

interval is to maximize the classification accuracy of samples with two different distributions, and 

to minimize the error between the training data set and the actual value to zero, that is, to minimize 

the empirical risk.    On this basis, the classification interval of statistical learning support vector 

machine (svm) model should be kept at the maximum, so that statistical learning support vector 

machine (svm) model algorithm has a better adaptive space when extrapolating the number of 

samples. The support vector machine is used to predict the time series. Starting from the definition 

of the initial time probability density function, the solution of the linear operator equation is 

obtained. In the process of classification and prediction, the statistical learning model of general 

support vector machine needs to extract information from global data and sample set features. In 

fact, the discriminant function only refers to the linear combination of internal product operations, 

that is, the internal product operations of unknown vectors and support vectors. Therefore, for the 
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classification problem, the computational complexity only depends on the number of support 

vectors. 

When dealing with multiple classification problems, the solution of support vector machine 

algorithm is generally divided into two ideas: one is to treat multiple classification problems as a 

combination of multiple binary classification problems, and then use binary classification problems 

to solve. The second idea is to modify the objective function. 

3. Design of Data Analysis System 

3.1. Functional Requirements 

The mass data analysis system designed in this paper can provide the following functions: 

real-time data collection, mass data storage, calculation and analysis, visualization of mass data, 

monitoring of Scribe clusters and Hadoop clusters, and visualization of these server memory and 

network bandwidth indicators. 

3.2. System Design 

We use real-time Scribe to collect the data on each log service. When Scribe collects the data, it 

writes it to Hadoop's HDFS, which provides data storage services. MapReduce is suitable for the 

analysis of such a large amount of data, and HDFS can provide the underlying file system support 

for MapReduce programming framework. The data analysis task is submitted to the Hadoop cluster 

by the client and calculated by the cluster. The calculation results are displayed visually in MySQL. 

When encountering a large amount of data, we use the Hadoop based HDFS HBase to provide 

database services. The web server uses the corresponding excuse to call. We use the PHP excuse to 

access HBase. 

In this part, the data processing system we designed mainly consists of four parts, namely, data 

collection module, Hadoop module, HBase module and alarm module. The specific module 

structure is shown in Figure 1. 
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Figure 1. Basic composition of the data processing system 

3.3. Testing of Data Analysis System 

This paper mainly tests the accuracy of the original Scribe version and the compressed 
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multithreaded transmission version in collecting data of the same size and the same number of 

records, as well as the CPU and bandwidth usage. And test the following parameter settings of the 

compressed multi-threaded transmission plate. There are four test schemes, and the main test 

indicators are: 

The theoretical value represents the relevant value of the original data file. 

The actual value is the relevant value transferred to HDFS on Scribe. 

CPU, mainly the percentage of CPU used. 

The actual bandwidth represents the actual entrance bandwidth of the Scribe server. 

Bandwidth, file size/transmission time required for file transmission. 

4. Analysis of Test Results 

4.1. CPU Test Results of Test Cases 

In X1, when the client writes data to the Scribe local server, the CPU usage of the client program 

is high, while the Scribe local server only stores and forwards data, which is relatively low. The 

Scribe center server only receives and writes data to HDFS, and the CPU utilization is relatively 

low. The reason for the increased CPU utilization of the Scribe center server in test case X2 is the 

new compression function. See Table 1 for details: 

Table 1. The CPU test results for the test cases 

 Client Scribe local server Scribe center server 

X1 72.67% 45.24% 34.11% 

X2 72.89% 76.79% 58.97% 

X3 81.29% 159.66 152.3% 

X4 79.74% 95.37% 84.44% 

 

 

Figure 2. The CPU test results for the test cases 

As shown in Figure 2, we can see that in X3, Scribe local server increases the CPU compression 

cost. The size of the packets received by the Scribe center server increases, resulting in an increase 
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in CPU overhead during decompression. In X4, the CPU utilization of the Scribe local server 

decreases because fewer records are compressed at the same time, which reduces the CPU used for 

compressing data. 

4.2. Map Reduce Framework Efficiency Analysis 

We analyze the computing efficiency of MapReduce framework based on the use of data with 

different data sizes as inputs. With the increase of data volume, the running time of Huamu tends to 

be linear. It is consistent with the growth of our input data. See Table 2 for details: 

Table 2. MapReduce framework efficiency analysis 

 Linearity Runtime 

5 100 50 

10 200 200 

30 600 680 

35 700 680 

50 900 880 

60 1100 990 

 

 

Figure 3. MapReduce framework efficiency analysis 

As shown in Figure 3, we can see that when the data volume is 10 and 35, the time required for 

both operations is basically the same. This is because in our basic configuration, the file block size 

is 128M, and the input file can be divided into 8 blocks. When resources are fully utilized, the result 

is that the input sizes of the two are different, but the running time is basically the same. This also 

shows that it is more suitable for processing large files than smaller files. 

5. Conclusion 

In today's data mining technology, machine learning is one of the most important and basic parts. 

In data analysis, we can obtain useful information through a variety of methods. Therefore, 

effective algorithms are also needed to deal with these redundant and disorderly, low quality, 

incomplete expression or data problems that cannot be accurately calculated. In this paper, we 
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mainly study the precompression and denoising of original text data based on machine learning. 

The experiment shows that the size of the file also affects the ability of data processing. 
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