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Abstract: The research on the classification prediction of students' employment 

destinations in higher education not only opens up new application areas for classification 

algorithms, but also represents a new attempt to introduce machine learning algorithms into 

the analysis of employment guidance and the development of teaching systems. The 

purpose of this paper is to study the employment destination prediction of college students 

based on machine learning algorithms. The factors influencing the employability of 

university students are analysed and the XGBoost model in decision trees is explored. A 

graduate employment prediction algorithm based on HMIGW feature selection and 

XGBoost algorithm is proposed to predict the employment situation of the class of 2022 

and the type of employment, and the experimental results show that the algorithm is able to 

obtain relatively accurate conclusions on graduate employment prediction. 

1. Introduction 

Currently, as China's higher education enters a new stage of popularity, students are also facing 

an unemployment crisis after graduation. The reason is that, besides the influence of the expansion 

of colleges and universities and changes in China's labour market demand, the obvious lack of 

employment guidance for vocational college students is also an important factor [1-2]. How to 

improve the employment rate and employment quality of students is a very critical and urgent task 

[3]. If we can analyze and mine the data of higher vocational students' cultivation process to get the 

factors affecting students' employment and the prediction model of employment, the career 

guidance departments of higher vocational institutions can carry out targeted career guidance work 

according to the mined model [4-5]. 

Nooshin Pordelan has incorporated the advanced technology of the "Internet+" era into 

school-enterprise cooperation in employment, enabling schools and enterprises to forecast talent 
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needs, build professional incubation platforms, publish and track employment trends, and provide 

employment guidance to students. João M. Fernandes analysed institutional performance in relation 

to student satisfaction and their readiness for future employment. The questionnaire was designed 

for students eligible to graduate and the survey was administered through a student portal on the 

university's website, to which a total of 750 undergraduate students seeking a degree (the target 

population) were invited to participate. Findings The descriptive results of this study suggest that 

while student satisfaction with all academic programmes may be relatively similar, there are 

differences in perceived career aspirations based on the academic programme chosen. Most notably, 

the findings also suggest that students' career expectations did not negatively affect their satisfaction 

with their higher education institution (HEI) [7]. Therefore, it is of relevance to study the prediction 

of employment destinations of HEI students based on machine learning algorithms. 

Based on the employment data of graduates from the Department of Finance of College M in the 

past four years, this paper collects students' employment data through the academic affairs system 

to discover the influence of students' place of origin, on employment units and employment areas, 

etc., analyses the accuracy of the prediction rate of the algorithm in this paper, and explores the 

information that has guidance value for the employment work in colleges and universities, so as to 

provide education departments and college employment guidance and other relevant departments 

and school leaders in carrying out employment guidance work, to The paper also provides valuable 

information for the design of talent training programmes and employment decisions. 

2. Research on the Prediction of Employment Destinations of University Students Based on 

Machine Learning Algorithms 

2.1. Factors Influencing the Employability of College Students 

There are many factors that influence the employability of university students, and employability 

is divided according to the influence of the internal and external environment, one being the internal 

factors influenced by the graduate's personal and family, and the other being other external factors 

such as social employment trends and the macroeconomic environment of the school [8]. Of these, 

the trainee's ability to organise his or her skills and the school work guidance obtained through the 

competence factor play an irreplaceable role in employment. 

2.2. Decision Trees 

A decision tree is essentially a generator for category classification. The algorithm for building a 

decision tree classifier is usually divided into two steps, one is to construct a decision tree and the 

other is to prune the constructed decision tree [9-10]. 

At the beginning, all data mining samples are in the root node, and using a recursive approach, 

the samples are divided by specified attributes, and a corresponding number of branches are 

developed based on the attribute value, which must be discrete, or if the attribute value is 

continuous, it must first be discretized by processing this attribute value to make it discrete [11-12]. 

In the second stage of decision tree pruning, it is to cut out the isolated points and noise generated in 

the training data, so that the constructed decision tree can be compared one by one with each 

attribute value of the sample data, so as to achieve the purpose of classifying the unknown sample 

data and mining it [13]. 
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2.3. XGBoost 

XGBoost is a library of model implementation tools based on gradient stepping decision trees. In 

the XGBoost model, it uses an iterative increasing training method in order to train the decision tree. 

The core idea is that each time we train a tree it is the tree from the previous training plus the tree 

from the current training, which can be understood as each training step corrects the results of the 

previous training step and adds the corrected results as part of this training step [14]. 

XGBoost itself has a large number of adjustable superparameters, and we cannot perform 

multiple trials to adjust the values for each parameter, so we only select a few key parameters for 

tuning, and take their default values for all other parameters. The hyperparameters we selected for 

tuning are the learning rate, the number of iterations, and the total number of trees. The learning rate 

is the number of steps along the gradient that are updated each time in the optimisation algorithm. 

The number of iterations is the total number of iterations required in the training. The total number 

of trees is the number of subtrees that need to be created in the XGBoost algorithm [15]. 

2.4. Feature Selection Algorithm 

The process of feature selection is to extract all the features from the dataset, with the total 

number of features denoted as N. From the N features, the most effective set of features for solving 

the problem is selected according to certain rules and becomes the optimal feature subset, with the 

size of the optimal feature subset denoted as n (n<N). 

The process of feature selection is one in which some features are combined into a feature subset 

from all features of the initial data set, and the selected feature subset will make some performance 

evaluation value obtain the optimum [16-17]. In the early stages of research on feature selection 

algorithms from a statistical and data processing perspective, there was relatively more research, 

and most problems involved a relatively limited number of features in the dataset. With the rapid 

development of big data on the Internet, the amount of data from all walks of life is getting larger 

and larger, and the reasonable selection of feature selection algorithms is becoming more and more 

critical [18]. 

3. Investigation and Research on the Prediction of Employment Destinations of University 

Students Based on Machine Learning Algorithms 

3.1. Student Data Collection 

In this paper, the data collected are the school data of 118 undergraduate graduates from the 

Finance Department of M College Class of 2022. For these raw behavioural data, they are 

characterised by scattered sources, unstructured and heterogeneous. We need to pre-process the raw 

data to ensure data quality, data availability and strengthen the correlation between data, with a 

view to formulating a specification of student multidimensional behavioural data in the digital 

campus environment based on the existing data standards and specifications. 

The data sources for this study include the Digital Academic System (DAS) and the Web Centre. 

Among them, the digital academic system mainly holds information such as students' basic 

information and subject grades. According to the HMIGW algorithm proposed in this paper, the 

relevance valuation I of each feature and category Y is calculated separately as shown in Table 1. 
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Table 1. Relevance Estimation I for Each Character and Category Y 

Characteristic attribute I Characteristic attribute I 

Comprehensive 

achievements 
578 registered residence 201 

Professional 

achievements 
376 TOEFL/IELTS/GMAT 254 

Number of clubs 499 Gender 16 

Professional popularity 482 School category 18 

Political outlook 211 Nominal family 4 

3.2. Graduate Employment Prediction Algorithm Based on HMIGW Feature Selection and 

XGBoost 

(1) Algorithm flow 

The algorithm flow is shown specifically in Figure 1, where data collection is carried out 

followed by data pre-processing, which involves the following processes:missing values, outliers, 

etc. The employment prediction model is established by successfully constructing the dataset. 

 

Figure 1. Algorithm flow 

Data acquisition 

Data preprocessing 

Feature selection 

Model prediction 

Result analysis 
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(2) Feature selection algorithm HMIGW 

The algorithm in this paper includes two stages, filtering and wrapping, respectively as follows: 

Screening for redundant and irrelevant features, and calculating an information measure for each 

feature and evaluating correlation Ix. 

For data series, X=(X1, X2,...  Xm) entropy calculation formula is as follows: 





Xx

ii

i

xpxPXH ))(log()()(

                        (1) 

Where p(xi) represents the probability density of xi in its parent data sequence. 

The entropy is positively correlated with the degree of stability between variables, and the 

greater the mutual information is, the closer the variables are. Mutual information can be expressed 

in the form of entropy as shown in Equation 2: 

),()()();( YXHYHXHYXI                       (2) 

I remember (X; Y) is the correlation valuation Ix of feature X. 

Feature selection strategy. 

The action space operations are sorted in descending order based on the Ix evaluation obtained in 

the filtering, and the feature space is added by a direct policy. Each time a feature is added, a feature 

and its corresponding X1, X2,... , Xm(m is the operand included in the subset of operations), then 

the prediction is made using the XGBoost algorithm, and if AI < AI-1, the execution is repeated 

until the end. 

4. Analysis and Research of College Students' Employment Direction Prediction Based on 

Machine Learning Algorithm 

4.1. Algorithm Comparison 

Table 2 lists the feature selection results using the hmigw resource selection algorithm in the 

dataset, and then compares the results after five cross-checks using the random Forest and XGBoost 

algorithms, respectively. 

Table 2. Comparisons between XGBoost and random forest model 

Model name Precision Recall F1 value training time (s) 

XGBoost 0.93 0.94 0.91 0.06 

Random forest 0.88 0.89 0.88 0.10 

 

Figure 2 shows the accuracy of random Forest algorithm and XGboost algorithm in each of the 

five times of cross-validation. The abscissa represents the serial number of cross-validation, and the 

ordinate is the accuracy. 

Combined with the ratio of different indexes of the model trained by two different algorithms in 

Table 2, from the three aspects of prediction accuracy, recall and 1F value, it can be concluded that 

the practicality of XGBoost model is closer to the real value than the random forest model. 
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Figure 2. Comparison of XGBoost and random forest performance based on HMIGW 

4.2. Application Analysis of Employment Forecast Model 

The role of employment prediction model is to predict the employment situation of college 

students, to understand the employment trend of students in turn, and make corresponding 

countermeasures. The more time away from students to prepare for employment, the more accurate 

the prediction results, the more conducive to education personnel career guidance. Therefore, it is of 

great significance to study the accuracy of employment prediction model in various stages of 

college students' employment data. Firstly, the data of the students of grade 2022 were divided into 

8 data sets according to the time series from the first semester to the eighth semester, and the 

employment prediction model was used for prediction, and the accuracy of the model was 

compared with the real results, as shown in Figure 3. 
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Figure 3. Dynamic Chart of the Predicted Employment Value and Accuracy of 2022 Students 

As can be seen from the figure, with the study of each semester, the accuracy of predicting 

students' employment shows an overall upward trend. Among them, the unstable prediction results 

in the first four semesters are due to the incomplete data in all aspects of students just entering 

college life, which tends to be stable after the fifth semester. 

5. Conclusion 

This article USES the present hot machine learning algorithm to the traditional data management 

system for data analysis, on the test set can get employment situation forecast accuracy at more than 

90% of the test results, it further demonstrates the use of machine learning algorithms for data 

analysis and forecast the use value and application prospect in the field of employment. Model on 

the test data set effect is good, but because of inadequate sample size, model no way to further 

improve, if applied to the reality in the future you can use more training samples to adjust 

parameters, at the same time can be further subdivided according to the demand parameters, can get 

a more detailed prediction result makes the system more available. 
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