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Abstract: Deep learning system aims to use hierarchical model to learn high-level 

functions from low-level functions. This study mainly discusses the handball action 

evaluation method and system based on deep learning. In the process of video data 

acquisition, the binocular RGB camera system is installed on a fixed iron frame 2.2m 

above the ground and 3M away from the end of the court in order to capture a wide range 

of field images including the whole plane of the court. In order to complete a variety of 

handball recognition in complex background environment, this paper builds a 

convolutional neural network to accept image input and output image categories, and 

selects Caffe as an open source, efficient and stable deep learning framework. In handball 

video processing, convolution neural network is used to detect the position of human body 

in each frame. Then, the pose of the human body in each bounding box is predicted, and 

the multi approximate pose of each frame is filtered, and a two-dimensional coordinate 

estimation of human joint is output. Finally, the 2D coordinates of human joints are used as 

input to fit the 3D coordinates of human joints. Then CNN is used to process the video data 

and optical flow data at the same time, and the motion evaluation entrance gives the results 

by calculating the angle at the joint point. In the experiment, the recognition rate is 88.89%. 

Among them, the recognition accuracy of other movements is 97% except for push and 

block. This study is helpful to provide positive guidance for handball training. 

1. Introduction 

In recent years, deep learning has made great progress. However, there is little research on the 

robustness of learning systems with deep architecture, which needs further research. In particular, 

mean square error (MSE) is a commonly used optimization cost function in deep learning, which is 

quite sensitive to outliers (or impulse noise). Robust methods are needed to improve the learning 



International Journal of Sports Technology 

64 
 

effect and eliminate the harmful effects caused by outliers, which are ubiquitous in real-world data. 

Action evaluation has a wide range of application scenarios and social values. For example, in 

sports, if athletes want to improve their professional level, they need to know the differences 

between their actions and standard actions, and carry out targeted training, in this way, athletes 

usually can not see the whole process of the action, and the feedback information is not 

comprehensive enough, and the efficiency is not high. Therefore, it is necessary to develop a set of 

auxiliary training tools to evaluate athletes' action, which will greatly improve the learning 

efficiency of trainers. 

Deep learning applies a hierarchy of hidden variables to nonlinear high-dimensional predictors. 

Matthew's goal is to develop and train deep learning architectures for spatiotemporal modeling. He 

uses stochastic gradient descent and pressure drop to perform parameter regularization to train the 

depth structure, the purpose of which is to minimize the mean square error of the out-of-sample 

prediction. Although he summarized the direction of future research on deep learning, he did not 

give specific data in the research [1]. Levine S describes a learning-based hand-eye coordination 

method for grabbing robots from monocular images. He trained a large convolutional neural 

network to predict the probability that the task space motion of the gripper will successfully grasp, 

using only monocular camera images and having nothing to do with camera calibration or current 

robot pose. Then, he uses the network to servo the gripper in real time to achieve a successful 

gripping. Although his research method achieves effective real-time control and can successfully 

capture novel objects, the research process lacks comparative data [2]. He H believes that when the 

receiver is equipped with a limited number of radio frequency (RF) chains in a beam space 

millimeter wave large-scale multi-input and multi-output system, channel estimation will be very 

challenging. In order to solve this problem, he used the approximate message passing (LDAMP) 

network based on learning noise reduction. In his research, although the receiver is equipped with a 

small number of RF chains, the LDAMP neural network is also significantly better than the latest 

algorithm based on compressed sensing [3] . In order to enhance the invariance of deep 

representations and make them more transferable between various fields, Long M proposed a 

unified deep adaptation framework for joint learning of transferable representations and classifiers. 

His research framework includes two interdependent paradigms, namely, unsupervised pre-training 

for effective training of deep models using deep denoising autoencoders, and supervised fine-tuning 

for effective use of distinguishing information using deep neural networks. His research although it 

shows that both learn by embedding the depth representation into the regenerative kernel, the 

research process is not logical [4]. 

In the video data collection process, in order to collect images of a large field of view including 

the entire court plane, the binocular RGB camera system is installed on a fixed iron frame 2.2m 

from the ground and 3m from one end of the court. In order to complete the recognition of a variety 

of handballs in a complex background environment, this paper builds a convolutional neural 

network that accepts image input and output image categories, and chooses the open source, 

efficient and stable deep learning framework Caffe. In handball video processing, the input video 

data is first used to detect the position of the human body in each frame of the image using a 

convolutional neural network. Then, the posture prediction of the human body in each bounding 

box is performed, and the two-dimensional coordinate estimation of the human joints is output after 

filtering the posture of each frame of image. Finally, the two-dimensional coordinates of the human 

joints are used as input to fit the three-dimensional coordinates of the human joints. Then use CNN 

to process video data and optical flow data at the same time, and the action evaluation entry gives 

the result by calculating the angle at the joint point. 
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2. Action Assessment 

2.1. Deep Learning 

Overall, recent research in deep learning (DL), reinforcement learning (RL) and their 

combination (deep RL) is expected to revolutionize artificial intelligence [5-6]. The increase in 

computing power, along with the increase and increase in data storage speed and the decrease in 

computing cost, has enabled scientists in various fields to apply these technologies to data sets that 

were previously difficult to process due to their scale and complexity [7]. The degree matrix and the 

adjacency matrix can be used to calculate the Laplacian matrix. The Laplacian matrix can better 

reflect the relationship between the nodes. The calculation formula is as follows [8-9]: 

2
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2
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

 ADDF                    (1) 

Among them, D  represents the adjacency matrix [10]. Graph convolution is similar to 

traditional convolution in that the calculation process of graph convolution is also a process of 

sampling first and then weighting and summing [11-12]. The sampling method of graph 

convolution is similar to traditional convolution. The traditional convolution samples the center 

pixel and surrounding pixels and then enters the convolution network, while the graph convolution 

samples the center node and surrounding nodes and then enters the network [13]. 
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Among them, F  represents the characteristic information contained in each node in the input 

graph structure [14-15]. 

2.2. Handball Action Recognition 

Handball movement recognition, that is, input a piece of data containing human movements, and 

let the computer judge the category of the current movement. Action recognition methods can be 

divided into video data (Video-based) recognition methods and skeleton data (Skeleton-based) 

recognition methods according to the input object [16]. Video data is the video image data collected 

by optical sensors (such as cameras). It has good color information and contour information, which 

can be fully learned through the network model. And video data collection is convenient, and it is 

relatively easy to construct large-scale data sets [17-18]. However, network models designed based 

on video data are severely affected by problems such as occlusion, illumination, background, and 

resolution [19]. Skeletal data is the use of sensor equipment (such as motion capture system, Kinect 

camera, etc.) to collect the data of the spatial position coordinates of joint points in motion [20-21]. 

Skeletal data usually contains spatial location information, which has more information than video 

data, which is conducive to building network models. However, bone data is very dependent on the 

accuracy of sensor equipment, and data collection is more difficult [22]. In order to facilitate digital 

processing, the image is first converted from RGB color space to HIS space, and then the space is 

segmented using the Yuantong distance criterion, and finally the field ratio value is calculated. The 

field ratio value is given by the following formula: 
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The frame rate of change is a physical quantity that describes the speed of the frame movement 

[23-24]. Therefore, for this feature of video, the frame rate of change is selected as the approximate 

position of the auxiliary handball. The specific calculation formula of the frame change rate is as 

follows: 
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Among them, FCM(k) represents the frame change rate of the k th image frame [25]. The 

handball competition venue is greatly affected by the lighting, which makes the main color of the 

competition venue float within a certain range and constantly change [26]. 
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Among them, hist(i)  represents color statistics. 

    /1exp cncSE 
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Among them, SE  is the lens conversion rate, and c  is the lens index value. The specific 

definition of frame motion intensity is as follows: 
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Where LMI(c) represents the lens motion intensity of the c -th lens, and n  represents the total 

number of frames of the c -th lens. 

2.3. Handball Recognition Network Training 

When the k-th image is input, the network will output a 2-dimensional vector ]O ,[O = O k2k1k
. 

Then the error between the network output and the label is: 
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Using this error to reversely train the parameters of the upper layer of the output layer is to 

obtain the effect of the error on the parameters. Since there is no direct relationship between the 

error term and the parameter term, it needs to be disassembled through the chain rule: 
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Suppose the output of the upper layer of the output layer is 
kX  and the bias of the output layer 

is b, then: 

b+ X W= O kNk 
                       

(10) 
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In the disassembled formula, 
KO

L




 represents the derivative of the Soft max Loss function to 

kO , which is calculated as follows: 
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Among them: 
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Then calculate the derivation of
kO  to NW : 
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According to the gradient descent method to update the weight NW , its change should be along 

the negative gradient direction of the error. Set the weight change rate to η , and the weight change 

can be obtained as: 
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In summary, using the chain rule and gradient descent method, the input weight parameters of 

the output layer can be updated according to the error value between the network output and the 

label. Similarly, the steps for updating the weights of other hidden layers of the network according 

to the error value are the same. The handball recognition network is shown in Figure 1. The network 

designed in this paper contains 2 convolutional layers, 2 maximum pooling layers, 2 ReLU 

activation layers, and 2 fully connected layers. The I-th convolutional layer accepts an image as 

input, and contains 16 convolution kernels with a size of 3×3×3, and the convolution step length is 

1 pixel. The feature map (Feature Map) output by the convolutional layer is activated by the first 

ReLU layer and down-sampling by the first pooling layer, and then input to the second 

convolutional layer. This layer contains 4 convolution kernels with a size of 3×3×16, and the 

convolution step length is 1 pixel. The feature map output by the second convolutional layer also 

passes through the activation layer and the pooling layer, and then is input to the fully connected 

layer, converted into an output vector of size 2×1, and the result of judging whether the image 

contains a handball is output . 
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Figure 1. Handball recognition network 

3. Handball Action Evaluation Experiment 

3.1. Construction of the Video Data Acquisition Platform 

The camera vision system uses a binocular industrial RGB camera system for image data 

acquisition. In order to collect images of a wide field of view including the entire court plane, the 

binocular RGB camera system is installed on a fixed iron frame 2.2m from the ground and 3m from 

one end of the court. The frame rate of this model camera can be selected between 120~200fps. In 

this paper, considering the image transmission speed limit and image resolution requirements, 

120fps is selected as the acquisition frame rate to obtain an average of more than 10 images per 

second. 

The self-built handball basic technical action data set is collected by a camera. The camera 

position is about 4 meters away from the athlete in a straight line, and the vertical distance from the 

ground is about 2.5 meters and facing the athlete. The 7 types of handball basic techniques that 

collect 6 players are currently used more frequently in actual combat. When the data set was 

collected, the athlete approached the table to simulate the action of approaching the table during 

competitive games. The data set has 4484 video action clips, the resolution of the video is 1280720, 

and the number of frames is 25 frames per second. This article uses 4035 video action clips as the 

training set, and the remaining 449 clips as the test set. When the data set II is collected, the athletes 

are far away from the table to simulate the action of the middle and far stage in the competition. 

There are 3071 video clips in the data set, of which 2780 video clips are used as the training set, and 

the remaining 291 clips are used as the test set (data set II). The camera parameters are shown in 

Table 1. 

Table 1. Camera parameters 

Model POINT GREY GRAS- O3K2C-C 

Resolution 1920 x1200 

Frame rate 1 20-200 fps 

Image Sensor Kodak 0340D CCD 

Pixel size 7.4um 

Data interface 9 pin IEEE- 1394b 

Size 44x29x58mm 

Weight I 04g 
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3.2. Construction of Handball Recognition Network 

In order to complete the recognition of a variety of handballs in a complex background 

environment, this article builds a convolutional neural network that accepts image input and output 

image categories, and chooses the open source, efficient and stable deep learning framework Caffe 

(Convolutional Architecture for Fast Feature Embedding) Build the network on the Internet. Caffe 

provides a complete toolkit required to build a network, including a modular hierarchical structure, 

multiple training algorithms, reference models, etc. It also supports CPU and GPU operation, with a 

streamlined structure and fast running speed. In addition, Caffe also provides C++ Python, Matlab 

and other language interfaces for joint debugging. 

In the network, 1 convolutional layer, 1 activation layer, and 1 pooling layer are connected in 

order to form a set of typical feature extraction structures. The convolutional layer is responsible for 

identifying certain features in the graph, and the activation layer is responsible for Non-linear 

operators are added to increase the richness of features, and the pooling layer is responsible for 

selecting the features with the largest weight ratio. Since the shape and color features of the 

handball to be recognized are very prominent, and they maintain high consistency in different 

images, it can be considered that the feature information that the network needs to extract is 

relatively concentrated, so the network designed in this paper only contains 2 sets of feature 

extraction The structure reduces the complexity of the network while not affecting the recognition 

accuracy. 

3.3. Design of Preprocessing Module for Handball Video Data 

The first step: Use convolutional neural network to detect the position of the human body in each 

frame of image for the input video data. Perform multiple convolution operations on the image data 

and use back propagation to optimize the parameters of the convolution kernel, and continue to 

stack convolution operations like this to form a neural network-like structure, which is a 

convolutional neural network. Use a convolutional neural network (such as VGG-16) to output the 

feature map of the picture (Feature Map). Given the label training parameters of the data, the 

network will have a higher activation value for the pixels in the area where the human body is 

located, and the trained feature map is remapped to the original image size through upsampling, and 

multiple bounding boxes (Bounding Box) can be output, each bounding box represents the possible 

position of the human body. 

Step 2: Predict the pose of the human body in each bounding box, and output a two-dimensional 

coordinate estimation of the human joints after filtering each frame of image. Simply put, it is to 

predict the position of the joint points of the characters in the picture, and then connect these joint 

points, and the convolutional neural network can still achieve this function. Different from the 

human body detection work that uses the bounding box of the human body position as the label 

training network, the training label of the human body pose estimation is the position of the human 

body joint points in the picture. The method of outputting the coordinate positions of human joint 

points after network training is usually called single-person posture prediction. It is not appropriate 

to directly input the image in the bounding box of the human position detection output as the pose 

prediction network. Before inputting the SPPE, the data is preprocessed through a layer of spatial 

transformation network (Spatial Transformer Network, STN). The working principle of STN is 

roughly: first generate spatial transformation parameters through a series of network layers (such as 

fully connected or convolutional neural networks) to realize two-dimensional affine transformation; 

then resample the input image through this parameter to realize image data The translation, scaling, 
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or rotation of the network, such processing enhances the robustness of the subsequent network. 

Input the pictures in the preprocessed bounding box into SPPE, and each bounding box will 

generate a set of pose estimations of human joint points, and each joint point will have its 

corresponding confidence. For all the relevant nodes corresponding to each human joint position, 

only the joint point with the maximum confidence is retained. Such a step is called 

Non-Maximum-Suppression (NMS). Connect the output joint points to complete the conversion of 

image data to two-dimensional human body joint point data. 

The third step: Use the two-dimensional coordinates of the human joints as input to fit the 

three-dimensional coordinates of the human joints. By using the coordinates of the human joint 

points in the three-dimensional space as labels, the two-dimensional coordinates can be converted 

into three-dimensional coordinates through the network. This is a three-dimensional human pose 

estimation method for video data based on time convolution on two-dimensional joint point 

trajectories. This method uses a convolutional neural network based on a residual module to 

perform temporal convolution on two-dimensional joint points, and constrains the position of 

human joint points in space, and better fits the three-dimensional coordinates of human joints. 

Feature extraction: Build an improved Map Reduce task processor on the distributed deep 

learning system to process feature extraction of video data. Different from the common data 

matching, data statistics MapReduce task, the improved Map Reduce task of distributed feature 

extraction has the following two characteristics: 1) Improved Map Reduce is not based on 

traditional Hadoop, Spark and other distributed frameworks. Using Map Reduce programming ideas, 

a new implementation is made on the distributed deep learning system. Distributed feature 

extraction is implemented by using improved Map Reduce based on general-purpose computing on 

GPU resources. The feature extraction of each video stage is based on GPU acceleration to do the 

forward prediction task of deep learning, which is in the same line as the content of the distributed 

deep learning system constructed in this article. The distributed deep learning system built in this 

article is also based on GPU clusters. Therefore, the improved MapReduce task can be well run on 

the distributed deep learning system for model forward feature extraction. 2) Since the subtasks are 

independent of each other, and no additional converging operations, such as merge sorting, are 

needed. In the process of large-scale video feature extraction, the feature extraction process of each 

video stage is independent of each other, and only needs to recover the calculated results without 

additional operations. Therefore, in response to the need to shield the Reduce process, the Map 

Reduce used here is a Map-Only computing structure. All feature extraction work is completed only 

in the Map phase, and all calculations are finally recovered on the server side of the distributed deep 

learning system. The result is fine. 

3.4. Video Data Fusion 

A dual-stream fusion method based on video data is adopted. This method first extracts and 

visualizes the dense optical flow of video data, and uses CNN to process video data and optical flow 

data at the same time. The feature information encoded using CNN is input into the Soft Max 

classifier, which classifies each set of data used for testing and outputs the probability that the set of 

data belongs to a certain category. The output probabilities of the two data streams are averaged to 

achieve information fusion. The comprehensive recognition rate after information fusion is often 

higher than that of a single data stream. 
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3.5. Display of Action Evaluation Results 

Through the action evaluation result entry of the main interface, you can view the evaluation 

result between a test action and a standard action. The action evaluation system developed in this 

paper uses a dynamic time warping method to align the two sequences for video sequences. Since 

the overall similarity of the sequence is of little guiding significance to the players, the system still 

compares and evaluates the differences in posture during the action and displays the results. 

Generally speaking, when a learner learns an action, the captured action video sequence may be as 

many as 100 frames. If you compare the difference between your posture and the standard posture 

frame by frame, it will take a long time and the learner may lose patience, the learning effect is not 

good. Secondly, it is not efficient to practice the postures one by one. If you break down a wave 

motion, select several key movements to practice targeted, so that these key movements the posture 

of "is getting closer and closer to the standard, so the overall waving action will become more and 

more standard. Compared to correcting frame by frame, this method is more efficient. 

Therefore, after the standard movements are collected, the key movements in the waving 

movements are determined at the same time as a template for the standard movements. The 

selection criteria and number of key movements can be set more scientifically and reasonably 

according to the opinions of the handball coach. The selection of key movements is not Uniform 

standards. This thesis takes the height of the elbow relative to the ground as the selection criterion, 

and selects four key actions. These four actions can present the entire wave process, corresponding 

to the start, hit, strike, and casual in the process of handball wave; Every time a test action is 

collected, the system automatically finds the frames in the test video that are aligned with the key 

actions in the standard video, without manually marking the locations of the key actions one by one. 

During training, learners can view the difference between their own posture and the standard 

posture through posture analysis. The joint angle can reflect to a large extent whether an action is 

close to the standard action. Therefore, the evaluation of this system is by calculating the joint 

points,angle to give the result. 

4. Handball Action Evaluation Results 

4.1. Handball Recognition Analysis 

The error and accuracy changes during training are shown in Figure 2. Since images with smaller 

scales are faster during training, this article first trains the network with the collected image data set 

of 64×48. In this data set, 5000 images are randomly selected as the training data set (Train Set), 

and another 1000 images are randomly selected as the test data set (Test Set). After training on the 

training data set, the network converges after 6000 iterations, and the training error is less than 

0.2%. In the training process, a test is performed after every 100 iterations, and the test accuracy 

reaches more than 99%. After training the network with the small image data set, without changing 

the network structure, directly use the initially trained parameters as the initial value of the network, 

and further use the large image data set to fine-tune the network to speed up the large image data set 

Training speed. In this data set, this article also randomly selected 5000 images as the training data 

set, and the other 1000 as the test data set. The network can converge after 2000 iterations, the 

training error is less than 0.2%, and the test accuracy is more than 99%. 
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Figure 2. Error and accuracy changes during training 

Table 2 shows the comparison between accuracy and recognition time under different network 

structures. The comparison results of accuracy and recognition time under different network 

structures are shown in Figure 3. After preliminary training, the handball recognition network 

proposed in this article has fully met the recognition accuracy requirements. In order to make the 

network reach the standards of high precision and high efficiency at the same time, this paper 

designs a set of comparative experiments to find a network structure that can complete the 

identification faster without sacrificing accuracy by comparing the accuracy and running time of the 

network under different structures. . A total of 6 network structures are designed in the experiment, 

and the level collocation is shown in Table 3.1. Each kind of network has passed 6000 trainings of 

5000 large image data sets, without any pre-training measures, and then used 1000 large images as 

tests to calculate the average recognition accuracy and average recognition time of these 100 tests. 

Each training and test runs on the same x86 host equipped with TeslaK40cGPU. It can be seen from 

Figure 3 that with the decrease in the number of convolutional layers (such as the comparison 

between the first group and the sixth group) and the decrease in the number of fully connected layer 

nodes (such as the comparison between the first group and the third group), the recognition time of 

the network is significant Decrease, but the recognition accuracy also decreases. In the 6 groups of 

experiments, the third group of networks achieved a recognition time of 1.55ms and maintained 

accuracy above 99% by appropriately reducing the number of nodes in the fully connected layer 

and maintaining a two-layer convolutional layer structure. Considering comprehensively, this article 

believes that the third group of network structure is the optimal structure of the current network. 

Table 2. Comparison of accuracy and recognition time under different network structures 
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2 5x5 8 3x3 96 98.1% 1.89ms 

3 3x3 8 3x3 32 99.19% 1.55ms 

4 3x3 8 3x3 16 95.6% 1.40ms 

5 3x3 - - 32 90.3% 0.94ms 

6 3x3 - - 96 90.5% 0.97ms 
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Figure 3. Comparison results of accuracy and recognition time under different network structures 

The test data set used in the research also comes from the large image data set collected, and 500 

images are randomly selected from the images of category 1 (that is, containing handball) to form a 

positive example set, and the images of category 0 (that is, without handball) are selected. 500 

pieces are randomly selected to form a counterexample set. The pros and cons include three 

handballs and five lighting conditions. Analyzing and comparing experimental data, it can be seen 

that the recognition speed of the color-based contrast method is faster, but because the data set 

contains handball images under multiple colors and multiple lighting conditions, this method has 

poor adaptability and can only accurately identify a single color and fixed The ball in the 

environment, so the recall rate of recognition is low. The neural network-based recognition method 

proposed in this paper can accurately recognize handballs in a data set with multiple colors and 

multiple illuminations, with high recall and precision. However, due to the complicated operating 

mechanism of the neural network, the recognition speed of this method is lower than that of the 

comparison method. But considering that the frame rate of the visual system is 120Hz, the visual 

perception algorithm of handball only needs to complete all operations within s=8.3ms, so the 

recognition speed of this method is sufficient to meet the real-time requirements. After testing a 

total of 1000 pictures, the average recognition results of the two methods are shown in Table 3, and 

the average recognition speed is shown in Table 4. Classification and recognition based on color 

features are shown in Figure 4. 

Table 3. The average recognition results of the two methods after testing a total of 1000 images 

Real 

category 

Identify category 

Ball No ball 

This 

method 

Comparison 

method 

This 

method 
Comparison method 

Ball 99.2% 46.2% 0.8% 53.8% 

No ball 0.6% 9.2% 99.4% 90.8% 
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Table 4. Average recognition speed 

Parameter Network-based approach Color-based approach 

Average recognition 

time/ms 
1.55 1.02 

 

 

Figure 4. Classification and recognition based on color features 

4.2. Methods Combining Video Data and Bone Data 

In order to verify the effectiveness of the handball basic technical action recognition method in 

this paper, the training set of the handball technical action data set is used to train the network 

model in the text, and the test set is used to test the accuracy of the model. Research has proved that 

the recognition rate of using cropped video as input is 88.89%. Among them, the recognition 

accuracy of other actions except for the block push has reached 97%. But the block push is easy to 

confuse with other actions. The reason may be that the block push is an action that pushes the ball 

forward after slightly pressing the ball. When the video capture device is in front of the player, the 

arm forward movement is less obvious than other movements, and it is more susceptible to 

interference from light and other factors. In order to verify this hypothesis, this paper visualizes the 

attention map of some test data. From the research results, it can be seen that the attention heat 

maps of other actions are mainly focused on the hand, and the block action can only be paid 

attention to when the arm is extended forward. In the horizontal comparison of different algorithms, 

the methods of TSN (recognition rate 60.32%) and Attention is AII We Need (recognition rate 

66.97%) both use the entire video image data as input, and the uncropped video image contains 

more complex backgrounds. Information, so the recognition accuracy is low. The accuracy of the 

two is shown in Figure 5. The classification accuracy of each type of action using only video image 

data is shown in Figure 6. 
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Figure 5. The accuracy of both 

 

 

Figure 6. Classification accuracy of each type of action using only video image data 

Using self-built basic handball movement data set as shown in Table 5, the method in this paper 

compares the accuracy of basic handball movement classification with other methods. The 

recognition rate of the dual-stream fusion method combining video data and bone data reaches 

97.97%, which is improved compared to the recognition rate using only video data (88.89%) and 

the recognition rate using only bone data (93.76%). The reason may be that for some actions, the 

recognition method based on video data is not easy to distinguish, while the recognition method 

based on bone data can be better classified. Both of them take advantage of each other when the 

probability is average, which improves the final recognition rate. Figure 7 shows the comparison 

between the accuracy of the action classification of this method and other similar methods. 
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Table 5. Use self-built handball basic action data set 

Method Video data Bone data Recognition rate 

TSN Yes no 60.32% 

Attention is All We Needl Yes no 66.97% 

ST-GCN no Yes 70.32% 

Recognition video data Yes no 88.89% 

Recognition local joint points no Yes 93.76% 

Dual stream integration Yes Yes 94.97% 

 

 

Figure 7. Comparison of the accuracy of the action classification of this method and other similar 

methods 

4.3. Video Action Recognition 

The comparison results of all handball video action recognition models based on the original 

RGB images on the dataset UCF-101 and the dataset HDMB-51. The two most important 

comparison objects are the LRCN method and the C3D method that are highlighted above. In the 

model based on the original RGB image of the data set UCF-101, the iRCN model can obtain the 

highest correct rate, which is 13.9% higher than that of the traditional LRCN model, and 3.3% 

higher than that of the C3D model. At the same time, on the data set HDMB-51, the accuracy of the 

iRCN model based on the original RGB image can be improved by 5.2% than the C3D model, 

while the accuracy of the LRCN model on this data set has not been clearly announced. Table 6 

shows the correct rate comparison between UCF-101 and HDMB-51. The UCF-101 recognition 

result is shown in Figure 8. The HDMB-51 recognition result is shown in Figure 9. 

Table 6. Correct rate on UCF-101 and HDMB-51 

Method UCF-101 (%) HDMB-51 (%) 

CNN(mageNet)+SVM 68.8 40.5 

LRCN(RGB) 71.7 - 

LSTM composite modelQRGB) 75.8 44.0 

C3D+SVM 82.3 51.5 

3D_ CNN ,STM 83.9 55.2 

iRCN(3D_ CNN+biLSTM) 85.6 56.7 

LRCN(optical flow) 82.9 - 
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Figure 8. UCF-101 recognition results 

 

 

Figure 9. HDMB-51 recognition result 

5. Conclusion 

For the input video data, a convolutional neural network is used to detect the position of the 

human body in each frame of the image. Perform multiple convolution operations on the image data 

and use back propagation to optimize the parameters of the convolution kernel, and continue to 

stack convolution operations like this to form a neural network-like structure, which is a 

convolutional neural network. Use a convolutional neural network (such as VGG-16) to output the 

feature map of the picture (Feature Map). Given the label training parameters of the data, the 

network will have a higher activation value for the pixels in the area where the human body is 

located, and the trained feature map is remapped to the original image size through upsampling, and 

multiple bounding boxes (Bounding Box) can be output, each bounding box represents the possible 

position of the human body. 

Predict the posture of the human body in each bounding box, and output a two-dimensional 

coordinate estimation of the human joint after filtering the posture of each frame. Simply put, it is to 
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predict the position of the joint points of the characters in the picture, and then connect these joint 

points, and the convolutional neural network can still achieve this function. Different from the 

human body detection work that uses the bounding box of the human body position as the label 

training network, the training label of the human body pose estimation is the position of the human 

body joint points in the picture. The method of outputting the coordinate positions of human joint 

points after network training is usually called single-person posture prediction. 

In this study, the height of the elbow relative to the ground was selected as the selection standard, 

and four key actions were selected. These four actions can present the entire wave process, 

corresponding to the start, hit, drop, and casual during the handball wave; Every time a test action is 

collected, the system automatically finds the frames in the test video that are aligned with the key 

actions in the standard video, without manually marking the locations of the key actions one by one. 

During training, learners can view the difference between their own posture and the standard 

posture through posture analysis. The joint angle can reflect to a large extent whether an action is 

close to the standard action. Therefore, the evaluation of this system is by calculating the joint 

points,angle to give the result. 
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