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Abstract: With the rapid development of network information technology, distributed 

system coordinated control has become an indispensable part of the network information 

industry in the world today. In this paper, the concepts and classifications of the distributed 

system coordinated control method for network information mode are introduced first, then 

the problems existing in the traditional network structure are analyzed in detail. Then, from 

the point of view of genetic algorithm theory, a support vector machine (SVM), fuzzy logic 

and transfer function are established to solve the actual non-linear load dispatch, in which 

the data is processed by neural calculation. Finally, the improved decision table achieves 

the same control effect as the original model through experimental validation, and 

improves the system coordination performance index and stability. The experimental 

results show that the prediction time of this model is within the range of 4s-7s, and its 

stability, feasibility and prediction accuracy are up to 90%. This indicates that the 

distributed system coordination prediction model under network information mode 

performs well. 

1. Introduction 

The distributed network information platform is a multidimensional and non-linear system based 

on data mining. In practical projects, due to different types, different periods and space, as well as 

various environmental factors, their impact [1-2]. Therefore, a load balancing model (SDH) 

adapting to dynamic interactions in multiple application scenarios is needed to solve the problem of 

heavy losses caused by these load changes, predict user behavior, and provide scheduling strategies 

to ensure that network information quality is not seriously disturbed [3-4]. 

In view of the characteristics of distributed network information mode, domestic and foreign 

scholars have studied it from different perspectives. There are many research results on dynamic 
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load balancing, non-linear planning and collaborative filtering algorithms abroad. The research on 

distributed network information mode started late in China [5-6]. For renewable energy power 

generation system, a multi-stage coordinated control system model composed of solar energy, wind 

energy, biomass energy is established. Others use the fuzzy algorithm to solve the performance of 

the neural network controller based on the neuron adaptive strategy, which is 0.02 times better than 

the traditional robust control method. Others have established mathematical models to achieve the 

design of neuron dynamic configuration and on-line optimization based on the synergistic algorithm 

of neural network, and verified the algorithm performance [7-8] with practical applications. 

Therefore, this paper studies and controls the coordination prediction of distributed systems based 

on the network information mode. 

This paper introduces the concept of distributed network information mode, studies its 

development at home and abroad, and puts forward the prediction and analysis of the coordinated 

control strategy of distributed system in the next few years. Aiming at the problems of related 

theory and technology mentioned in the existing literature and the solving method based on model 

algorithm, etc. The key factors that affect the degree of collaboration between nodes and the 

synergistic effect of nodes are the relationship matrix and weights between independent variables, 

intermediate objective function and support vector machine combined characteristic parameters to 

construct a predictive control strategy for the dynamic behavior of the system under the weight 

constraints. 

2. Discussion on Coordination and Prediction Control of Distributed System Oriented to 

Network Information Mode 

2.1. Network Architecture 
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Figure 1. Network architecture 

The network architecture is designed to coordinate and optimize distributed system control 

processes (as shown in Figure 1) to meet the needs of users, which is also the issue we need to study 

[9-10]. In this article, the network groups include: 

(1) Server layer. It is mainly used to manage data and maintain information security, and is also 

responsible for communication with other external members, sharing resources and other work 

tasks. In addition, there are functions and requirements to index the links between various 

businesses and to achieve scheduling, query and control, so that the system can run normally and 

meet user needs. 

(2) Computing the control layer. A distributed network structure consisting of multilevel 

operations assigned to each level unit for the purpose of realizing different types and coordinated 
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relationships between layers is called a hierarchical system communication protocol system. In 

order to satisfy multiple servers, each layer switch can be connected as an independent single-target 

computer through hierarchical processing to achieve the coordinated control of the interactive 

information flow and load transfer data among the substations in the whole communication link. At 

the same time, the method of combining distributed network structure and hierarchical analysis 

(AHP) can be used to solve how to ensure the dynamic balance of the substations in heterogeneous 

system environment. Stable transmission and dynamic response. 

(3) Distributed control system layer. In this layer, different function modules are set up, which 

can be used to manage all types of devices in a unified way, provide various service requests and 

execute corresponding instructions and other ancillary work, provide a reliable basis for system 

operation, maintenance and control decision-making, and also realize various application functions 

such as network performance monitoring and fault diagnosis. 

2.2. Coordinated Predictive Control 

In the network information platform, in order to achieve coordinated control between network 

nodes, online real-time scheduling and dynamic updates are required. Therefore, it is necessary to 

design an ability to provide real-time interactive services according to user needs, satisfy distributed 

system load balancing, data mining analysis and so on [11-12]. By using virtualization technology, 

the multistage decision-making process is considered as a non-linear model, and by using the 

connection characteristics of SVM and network nodes, all possible dynamic changes in the link can 

be predicted, controlled and processed. In the process of coordinated control for distributed systems 

with network information mode, it mainly achieves resource allocation among nodes in the network 

through data transmission and scheduling among multiple devices. This is due to the scoring 

method used to determine the attribute values owned by each user and their usage status. Therefore, 

these eigenvalues can be given as weights to get the weight set at different levels, and then the 

solution that is closest to the real situation can be obtained by calculating the maximum degree of 

synergy between tasks under each level, and then the decision can be made according to this result 

combined with the actual control requirements. In distributed networks, information acquisition and 

processing rely on artificial neural networks. The artificial neuron itself is composed of a large 

number of repetitive memories. Therefore, a certain method is needed to predict the system 

behavior. Traditional algorithms generally use fixed weights as control variables to build a dynamic 

model, and then use the weighting function to calculate the required control amount. Although this 

method can achieve good results, the disadvantage is that it can not meet the requirements of 

real-time data processing and low accuracy, and it is difficult to adapt to the changes in network 

environment. Figure 2 shows the structure of the coordinated predictive control. 
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Figure 2. Coordinated prediction model control 
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2.3. Predictive Control Algorithm 

In a distributed network, we need to collect and organize the data of these devices to calculate 

the deviation between the required control quantity and the actual value through some methods. 

Therefore, the best way to get a true and reliable dynamic effect is to select an appropriate and 

stable model to predict. Nodes in the network will produce a certain number of chains and branches 

when the system works normally, which need different functions. Therefore, in order to coordinate 

and control the relationship between data points, we have designed to establish a relationship 

between these objects (such as users, servers) to complete the task [13-14]. Because the distributed 

systems of network information mode are complex and non-linear processes which are independent, 

influence, interact and restrict each other, a combination of several methods can be used in this case 

to improve the efficiency and reliability of the whole system. Based on the actual situation and 

historical data, a corresponding probability distribution schema is established to estimate the 

number of relationships between nodes in future processing, and then these parameters are used to 

calculate specific values and substituted into the network to obtain the final desired prediction 

results, which can achieve real-time control, adjustment and tracking of unknown events or 

processes [15-16]. 

   uxkJuxkJ ,,min,,                       (1) 

         22,x RklkuQklkxklkuklkL 
         

(2) 

However, due to the large amount and variety of data resources in the distributed environment, it 

has some complexity and uncertainty factors. At the same time, because of these complex and 

diverse and multi-level structure characteristics, it is also difficult to coordinate control between 

different types of information sources. Positive definite matrix Q, R and P need to meet certain 

conditions to ensure the stability of the system [17-18]. 

3. Experimental Process of Distributed System Coordination Predictive Control for Network 

Information Mode 

3.1. Distributed Coordination Predictive Control Model 
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Figure 3. Distributed coordinated predictive control structure 



Distributed Processing System 

49 
 

The control block diagram of a distributed system is shown in Figure 3. It is clear that the 

controller coordinates the control of the network, including: (1) load balancing. For cases with 

multiple loads and fewer nodes on the bus arriving at the same time. First, make sure that each 

user's assigned device is compensated for any device failure. Secondly, after considering the load 

imbalance between nodes and the communication channel difference between different regions, 

further improve the system performance indicators and reduce network loss, so that the distributed 

system can better adapt to the changing load requirements. (2) Hierarchical analysis. The network 

model is built on the basis of the decision-maker's past experience and important enlightenment, 

and the discrete input vectors are judged as the basis. The most rational structure weight value is the 

optimal solution based on a certain criterion - weights are determined and then combined to 

optimize. 

3.2. Distributed System Coordination Prediction Control Test Steps 

In this paper, the online transfer control of distributed network information mode is tested. The 

main steps are as follows: Determine the degree of coordination matrix of each part in the system 

unit, and establish the corresponding weight function based on the relationship between these values 

and nodes. Under these sub-goals and control strategies, the appropriate method is selected as the 

test variable. In a network information environment, you can know if there is a logical or physical 

relationship between the devices by analyzing the data of the devices and the environment. Then, 

according to these situations, a corresponding mathematical model is established to predict the 

number of objects accessed and the trend curve of location change under different user types. 

Finally, the actual results are compared with the recorded values in the database tables to obtain the 

validity of the real-time dynamic regularity distributed system control method and adjust the 

relevant parameters to improve its performance. 

4. Experimental Analysis of Distributed System Coordination Predictive Control for Network 

Information Mode 

4.1. Distributed System Coordination Predictive Control Test 

Table 1 shows the performance data of this distributed system for coordinated predictive control. 

Table 1. System-coordinated predictive control test 

Test times Feasibility (%) Stability(%) 
Forecast 

time(s) 

Forecast 

accuracy(%) 

1 98 96 5 95 

2 90 99 6 95 

3 95 95 5 93 

4 94 96 7 97 

5 96 93 4 94 
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Figure 4. Predictive model testing 

In the process of building an online model of distributed network coordinated control, the feature 

information is extracted first, and then the synergy among subsystems is determined according to 

the controller structure. Then, an adaptive algorithm in the network is used to calculate the output 

value and transfer weight vector between each node. Finally, the simulation results of MATLAB 

software show that the prediction time of this model is within the range of 4s-7s, and its stability, 

feasibility and prediction accuracy are up to 90%. This indicates that the distributed system 

coordination prediction model under network information mode performs well. 

5. Conclusion 

Based on the characteristics of the network information age, a distributed system collaborative 

control model is proposed and analyzed. Firstly, the complex problems and influencing factors in 

the multi-stage decision-making process are explained in theory. Secondly, the coordination 

between different types of tasks such as multi-state, non-linear and time-varying tasks is improved 

through the network environment. In this paper, genetic algorithm is used to solve the optimal value 

of dynamic virtual mixed integer programming controller performance indicators compared 

horizontally with the actual operating conditions, which provides support for scheduling 

optimization and predictive control for future development. 
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