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Abstract: With the increasing number of people buying clothing online, the experience of 

customers in the process of purchasing clothing products online becomes particularly 

important. Commodity search, as one of the steps in the purchasing process, plays a pivotal 

role in a good shopping experience. However, whether the clothing picture establishes the 

correct product label and the accuracy of the label also affects the process of commodity 

search. This paper mainly studies the clothing feature recognition and classification based 

on convolutional neural network. Firstly, this paper analyzes the training process of 

convolutional neural network, and builds the clothing classification attribute prediction 

network model based on Xception. The experimental results show that the model is better 

than the common CNN model in clothing image classification and attribute prediction. 

1. Introduction 

The rapid development of e-commerce has driven the development of the clothing industry. 

However, the domestic demand market of clothing consumption is expanding from quantity 

expansion to quality differentiation and diversification, and the clothing design is also expanding 

from general to diversified direction. People's consumption concept has changed from the common 

demand to the pursuit of individuality, and their consumption mode of clothing also tends to 

high-quality consumption, individual consumption and differential consumption [1-2]. In recent 

years, the offline competition of traditional clothing has extended to online, resulting in the 

emergence of a large number of original online clothing stores in apparel e-commerce, and the 

emergence of "Internet celebrity fashion" driven by "Internet celebrity economy", which promotes 

the formation of stylization of e-commerce clothing [3]. The popularity of the Internet and mobile 

devices has accelerated the development of the clothing industry. Content-based online 

recommendation system has become a common way to meet consumers' demand for clothing. 
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Efficient and accurate identification and classification of clothing images and establishment of 

corresponding visual labels play an important role in online recommendation system. It can provide 

consumers with a more convenient way to retrieve their favorite clothing products [4-5]. However, 

most of the current clothing image will have to rely on artificial classification and annotations, this 

manual annotation exist obvious drawback is that consumes a lot of artificial cost and low 

efficiency, and manual annotation subjectivity is strong, each person to give the clothing image 

information understanding is different, annotation keywords also differ in thousands ways [6]. 

Therefore, in this paper, style and style recognition and classification of e-commerce images are 

carried out based on convolutional neural network. 

In recent years, the rise of deep learning provides a new research direction for feature extraction 

and recognition and classification technology. Deep learning is used in a layered model for the 

simulation of human learning, the use of the feature of its hierarchical structure, the model of the 

previous layer can draw the image of the underlying characteristics of lower and into the middle can 

extract less abstract characteristics, through the way of learning step by step using characteristics of 

the bottom, middle, to the abstract and complex data representation. If labeled data is available, 

deep learning can be used for supervision problems [8-9]. As one of the representative algorithms of 

deep learning, convolutional neural network (CNN) has made outstanding achievements in image 

classification and object detection. Its layer-by-layer increasing pattern and end-to-end structure can 

be used to learn specific image representation and is widely used in the field of clothing: Some 

scholars divided the body into four parts (head, body, arm and leg) by posture estimation and used 

P-CNN partition to extract fabric, texture and color features, and then fused the features. The results 

were input into Gaussian mixture model to realize the classification of clothing style [10-11]. When 

observing clothes, the first is the whole and the second is the details, so it is crucial to make a 

detailed description of clothes. The above method only extracts a few features of clothes, and 

identifies and classifies based on a single attribute, so it cannot describe the characteristics of 

clothes well [12-13]. 

In this paper, clothing images are collected from various e-commerce platforms, clothing image 

sample data sets are established, the network structure of deep convolutional neural network is 

optimized and improved, network parameters are fine-adjusted, and the style recognition and 

classification of e-commerce clothing based on deep convolutional neural network is achieved using 

scientific and objective methods. 

2. Garment Image Feature Classification Based on Convolutional Neural Network 

2.1. Convolutional Neural Network Training Process 

(1) Back propagation 

In the process of neural network training, it is necessary to adjust the parameter optimization 

network in the neuron, and the optimal network is gradually generated in the process of constant 

parameter adjustment [14]. At present, most neural networks adopt the back propagation algorithm 

as the parameter optimization algorithm in the network structure [15]. 

The essential idea of back propagation algorithm is based on iteration of gradient descent 

algorithm. Since there is an error between the final calculation result of the neural network and the 

annotation result of the actual image dataset, the loss function can be used to calculate the error 

value between the two, and then the parameter values in the network can be iterated in reverse 

according to the error value until the error value reaches the predicted range and the network 

converges [16]. 

The back propagation theory relies on the chain rule, which is a derivative rule of compound 

functions in calculus. The derivative formula of compound functions is as follows: 
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The principle of the back propagation algorithm is to iterate the weight parameters of neurons 

layer by layer from the output end to the input end of the neural network [17]. The update method 

of parameters is the inverse of the error value calculated by the loss function, and the parameters are 

updated along the negative direction of the gradient. The specific formula is: 
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Where η represents the learning rate, E represents the image loss value, and the score represents 

the gradient of the weight w and bias B, respectively. 

In order to iterate the parameters of neurons in each layer of the neural network model, the 

backpropagation algorithm uses the chain rule to differentiate the image errors, and then calculates 

the gradients of the weights w and B on the input connections of the current neurons. 

The derivative of the chain rule is a recursive relationship from back to back. According to the 

given recursion relation, the neuron update gradient of each layer can be calculated layer by layer 

from back to front, and the gradient of each layer is equal to the product of the gradient of the latter 

layer and the local partial derivative of the current layer. The network parameters are updated layer 

by layer from back to front by layer calculation [18]. 

(2) Prevent overfitting 

Overfitting phenomenon is a common phenomenon in the process of network training. When the 

accuracy performance results in the training set gradually improve, while the accuracy data 

indicators in the testing set continue to decline, it is called overfitting phenomenon. During 

supervised training, data sets need to be divided, one part as training set and the other part as testing 

set. The goal is to minimize the value of loss function obtained in the training process of neural 

network. In order to alleviate the overfitting phenomenon in the process of network training, the 

following methods can be adopted: 

The amount of clothing image data can be increased by obtaining new clothing images and data 

on the original images in the data set. Among them, the commonly used data augmentation methods 

include: adjusting the size of the target object in the clothing image, the brightness of the overall 

image, the saturation of the overall image and other ways. With the increasing amount of clothing 

image data, the learning ability of the network structure will also be improved. By constantly 

learning the parameters in the network, the accuracy of the final image classification task will be 

improved. 

The method of reducing the magnitude of the characteristic variables while preserving the 

characteristic variables in the network structure is called regularization. The function of 

regularization parameter is to balance multiple feature targets in a network model, so that the fitting 

curve of the function is smoother and the generalization ability of the network structure is stronger. 

2.2. Xception Feature Network Construction 

Whether based on the traditional picture feature extraction method or the convolutional neural 

network method, the clothing key point detection model generally extracts the feature based on the 

clothing picture, and then obtains the coordinate position of the key point according to the extracted 
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picture features. In order to improve the diversity of the network extracted features and supplement 

the uniqueness of the picture feature information, this paper proposes a method to integrate the prior 

information of clothing types with the picture feature information, so as to improve the diversity of 

the network extracted features and improve the detection effect of the clothing key point detection 

model. 

Into the range of prior information is the clothing category information as a word, and then 

through the sole hot coding way to deal with category information is sparse expression vector, then 

through word embedded method to convey the sparse vector into expression vector, and the 

information, the feature vector which is a category of extracting it and to extract the image feature 

information fusion, Then, the positions of clothing key points are obtained by using the fused 

features, and the end-to-end clothing key point detection model integrated with the prior 

information of clothing types is finally built. 

In this paper, the fusion of a priori knowledge about the clothing categories EFLAN network 

structure is based on the coordinate point detection model regression methods to fixing the clothing 

point, the network structure is mainly divided into two link, the first link is through the 

convolutional neural network for image feature extraction, the second link of clothing categories by 

means of word embedded feature extraction. 

Image feature extraction: Given the input photo, Xception by convolution convolution neural 

network for feature extraction, get the F features of the image, and then to get the characteristics of 

the figure to the global average pooling, the final output is obtained by the connection operation 

again, because it is based on the regression method of clothing point positioning, therefore return 

number for numerical prediction of key point number 2 times. 

Clothing category feature extraction: Given the clothing category corresponding to an input 

image, the clothing category is encoded by the method of unique hot coding, and then the feature of 

the clothing category is obtained by the dot product with the word embedding matrix, where the 

word embedding matrix is the network parameter that needs to be trained. Finally, the softmax 

function is used to normalize the learned features. 

Feature fusion: The method of feature fusion is product operation. The final network output is 

obtained by one-to-one multiplication between the features extracted from the picture and the 

features extracted from the clothing category, which is the corresponding coordinate point position 

of the clothing key point. 

3. Clothing Image Classification Experiment 

3.1. Data Set Selection 

The DeepFashion dataset is a large-scale clothing dataset proposed by scholars at the Chinese 

University of Hong Kong. It consists of more than 800,000 images, which are buyer show and seller 

show photos in different scenes, different shooting angles and different types of clothing. The 

images are sourced from domestic and foreign e-commerce sites and direct Google searches. The 

DeepFashion dataset is made up of four subsets, They are Category and Attribute Prediction 

Benchmark, In-shop Clothes Retrieval Benchmark, Consumer-shop Clothes Retrieval Benchmark 

and Fashion Landmark Detection Benchmark. 

3.2. Evaluation Criteria 

For category classification, this paper adopts the standard TOP-K classification accuracy as the 

evaluation criterion. Simply speaking, topk refers to the most likely K results in the prediction 

results, which is represented by data as the topk categories in the output probability value. If these 
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K categories contain true labels, it is considered that the prediction is correct; if they do not, it is 

considered as a prediction error. The top-K classification accuracy is to calculate the proportion of 

the number of TOP-K predicted correct images in all test images. Obviously, the larger K is, the 

more relaxed the requirements for the prediction results will be, and the final top-K accuracy will be 

higher. The experiment in this paper tested the classification accuracy under top-3 and TOP-5 

respectively. 

For attribute prediction, TOP-K recall was used as the evaluation criterion, and the number of 

matched attributes in TOP-K was counted by ranking the scores of 1000 attributes. For example, 

when k is 5, if only one of the first five attributes is truly possessed, and the garment has a total of 

two attributes, then the recall rate is 50%. The final result of the experiment is to calculate the 

average of the recall rates of multiple samples. Similarly, the recall rates of Top-3 and TOP-5 are 

counted. 

4. Analysis of Experimental Results 

For category classification and attribute prediction, this paper compares with the methods of 

other two scholars. 

Table 1. Experimental results of clothing category classification 

 FashionNet Corbiere Xception 

Top-3 83.57 87.04 91.56 

Top-5 91.31 93.17 96.04 

As shown in Table 1, is the accuracy of different network models in clothing classification. 

Table 2. Clothing texture prediction contrast 

 FashionNet Corbiere Xception 

Top-3 38.67 54.23 58.59 

Top-5 50.36 65.18 67.46 

As shown in Table 2, are the prediction results of different network models in clothing texture 

attributes. 

 

Figure 1. Clothing fabric prediction and comparison results 
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As shown in Figure 1, are the prediction results of different network models in clothing fabric 

properties. 

 

Figure 2. Clothing shape prediction and comparison results 

As shown in Figure 2, are the prediction results of different network models in clothing shape 

attributes. 

 

Figure 3. Clothing part of the prediction and comparison results 

As shown in Figure 2, are the prediction results of different network models in clothing part 

attributes. 

From the above data, it can be seen that the accuracy of the network model proposed in this 

paper in clothing classification and attribute prediction has been significantly improved. In terms of 

category prediction, the accuracy of TOP-3 and TOP-5 has exceeded 90%, and the accuracy of 

TOP-5 has exceeded 96%. For attribute prediction, clothing attributes are too detailed, especially 

the prediction of clothing fabrics, which is very difficult. As can be seen from the table, the 

accuracy of attribute prediction of the four categories has been significantly improved, among 
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which the prediction of texture and shape has a better performance, with the top-3 accuracy of 

texture attributes reaching 58.59%. The top-5 accuracy reached 67.46%, the top-3 accuracy of 

shape features reached 59.23%, and the top-5 accuracy reached 65.93%, which also conforms to the 

characteristics of feature extraction by convolutional neural network. In terms of convergence speed, 

the network converges after the fourth round. 

5. Conclusion 

With the continuous progress of social culture and the gradual rise of online shopping, buying 

clothes online has become people's life habits. The common way of clothing search is usually to 

input one or more keywords to describe clothes. Therefore, accurate classification and attribute 

annotation of clothes are very important. This paper focuses on three tasks: clothing key point 

detection, clothing category classification and clothing attribute prediction. This paper mainly 

explores the method of using convolutional neural network for clothing classification and attribute 

prediction. There are still many shortcomings and the following aspects need to be further improved: 

Due to the lack of clothing image data sets at present, in terms of the selection of data sets, this 

paper only conducts research experiments on the most widely used DeepFashion data set, which 

should be extended to other data sets in the future. 
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