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Abstract: In practice, the identification of cashmere and wool fibers is still manual. With 

the expertise of experts, the shape of the fiber surface is observed and distinguished. This 

manual identification method is difficult because it requires at least years of training for 

qualified inspectors to observe a large number of fiber images, which is time-consuming 

and cannot avoid subjective human intervention. Although researchers have proposed 

many alternative identification methods, none of them can combine efficiency and cost. 

Therefore, it is particularly important to find a convenient and efficient identification 

method. The main purpose of this paper is to fuse the decision tree algorithm to study the 

identification system of fine wool and cashmere. This paper systematically introduces the 

method of cashmere and wool fiber identification based on image processing technology 

and feature extraction technology through fiber apparent morphological features. The 

process of fiber recognition is improved, and the features used for fiber recognition are 

obtained. The relevant theories and implementation methods are introduced in detail. Two 

key steps, image processing and feature extraction, are realized based on the theory. Finally, 

the effectiveness and feasibility of the method are verified through experimental tests, and 

good results are achieved. 

1. Introduction 

In recent years, due to the deterioration of the ecological environment and changes in goat genes, 

the structure of cashmere has become uneven, making it very difficult to identify cashmere and 

shepherd dogs. The research and identification of cashmere and other specific animal fibers are 

based on the classification of production areas and the establishment of cashmere fiber maps for 

each production area. The collection, storage, exchange and management of cashmere fiber scale 

characteristics in different regions are realized, which makes the identification and identification of 

cashmere fiber more necessary than in books, and can quickly and timely update the morphological 

characteristics of the fiber [1-2]. 
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In relevant research, Kazim et al. focused on designing an objective, simple, fast, 

time-consuming and cost-effective method to separate wool fibers from mohair fibers by using 

texture analysis based identification methods [3]. Therefore, the microscopic images of wool and 

mohair fibers are preprocessed into texture images. The feature extraction process based on local 

binary pattern and deep learning are respectively used to obtain certain information from fibers. In 

order to identify samples, the classification based method is completed. The experimental results 

show that through the use of depth learning and machine learning, accurate texture analysis of this 

animal fiber can identify wool and mohair fibers with 99.8% and 90.25% accuracy respectively. 

Stefano et al. mainly studied the computer automatic measurement of cashmere diameter and the 

measurement method of cashmere fiber. The simulation experiment was carried out under the 

simulation environment of Matlab7.0, and the processing scheme suitable for the fiber image was 

determined. Finally, according to the preprocessed image, the automatic measurement of cashmere 

diameter was realized by using the subsection measurement algorithm [4]. The experimental results 

show that the measurement method adopted in this paper improves the measurement accuracy of 

cashmere diameter to a certain extent. The model features of fiber scales are mainly based on the 

identification of animal fibers. This paper studies six features of cashmere and wool fibers, namely, 

diameter, height ratio diameter, scale height, scale projection width, right angle scale thickness and 

scale diameter difference. Finally, Bayesian model is used to identify them. The results show that 

the method is very effective for the identification of ordinary wool and cashmere, as well as 

ordinary wool and elastic wool. 

In this paper, two feature extraction methods are mainly used to identify fibers. The two feature 

extraction methods are introduced in detail and compared experimentally. The result shows that the 

fiber recognition rate based on SURF features is better, because the parameter information of fiber 

cannot be completely and accurately obtained during image processing, which also proves the 

effectiveness of SURF in cashmere and wool fiber image classification. 

2. Design Research 

2.1. Existing Problems 

At present, the identification method of cashmere and wool used in practice is mainly based on 

the manual identification method of optical microscope. The principle of this method is based on 

the fiber appearance [5-6]. Due to the shortcomings of manual detection, such as time-consuming, 

labor-intensive and poor repeatability, people began to explore automatic fiber identification 

methods and did a lot of research work [7-8]. Among them, the automatic recognition method based 

on fiber microscope image is a research hotspot in recent years, but from the perspective of existing 

research work, there are still some deficiencies: 

1) In the current research based on fiber image, the extracted fiber appearance morphological 

features mainly include fiber diameter, fiber surface scale height, density, shape and other 

measurement features. However, due to the low magnification and small depth of field of the 

optical microscope, and the relatively clear fiber image can only be observed under the focal plane, 

the image will be deformed and blurred if it deviates from the focal plane, These conditions greatly 

affect the accurate measurement of various parameters of fiber scales [9-10]. 

2) At present, the sample size used in fiber image based research is relatively small, while the 

dispersion of cashmere and wool fiber diameter and other characteristics is relatively large, and the 

characteristics of cashmere fibers from different varieties and places of origin are also different. 

Whether many research results are also applicable to large samples needs further verification. 

3) At present, the research on the identification of cashmere and wool mainly focuses on the 

fiber classification into cashmere and wool. However, in practice, it is necessary to identify 
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different types of cashmere (such as blue cashmere and white cashmere). However, there are few 

literatures about these studies [11-12]. 

2.2. Decision Tree Algorithm 

The decision tree is a prediction model for statistical analysis of data in the form of a tree. It 

realizes the correspondence between attributes and values among objects, and judges whether the 

conditions are met according to attribute information at nodes [13-14]. 

Algorithm execution steps: 

1) Training stage: randomly select sample data and characteristic parameters from the data set in 

a certain proportion to form a training data set; 

The selection of root node - entropy S (indicates the degree of confusion. The greater the entropy 

value, the worse the classification effect); 

The entropy S is calculated as follows: 

  )log( ppS
                              (1) 

Where p is the probability of classification results. 

The information gain ∆ S can be expressed by the difference in the degree of confusion between 

itself and the eigenvalue, and its calculation formula is as follows: 

lo SSS 
                                (2) 

The self entropy So is based on the classification result of the tag, and the eigenvalue entropy Sl 

is based on each eigenvalue. 

If there are many feature attributes and few corresponding samples, the information gain may be 

very large. Therefore, the information gain rate Sr is used to divide the categories. The calculation 

formula is as follows: 

o
r S

SS 
                                (3) 

Non leaf nodes are selected according to the information gain of entropy value. 

2) Classification: classify the decision tree by taking the root node as the starting point, and then 

divide it down in order until the classification results of each branch below the leaf node are the 

same. No further classification is required [15-16]; 

3) Decision tree pruning: too many branches will result in over fitting, so it is necessary to prune 

it. The process of pruning includes pre pruning and post pruning. Pre pruning terminates in advance 

when a certain condition is reached during the operation, and its operation mode is to limit the depth 

of the decision tree or the sample size. The post pruning starts after the program constructs the 

decision tree. The pruning is based on the calculation of the evaluation function value of different 

nodes. The evaluation function value is the product of the weight value of all node samples and the 

corresponding node function value. The smaller the value of the evaluation function, the better the 

classification effect will be by subtracting branches [17-18]. 

3. Experimental Study 

3.1. Overview of the Development of Image Classification Technology 

The development of image classification technology can be divided into three stages: (1) 

traditional image classification methods; (2) Modern mainstream image classification methods; (3) 
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The end-to-end multi-layer feature learning method is shown in Figure 1. 

Images Features Classifier

Images Low-level features Intermediate features High-level features Classifier

Images Low-level features Intermediate features Classifier

(A) Traditional image classification methods

(B) Modern mainstream image classification methods

(C) End-to-end multi-layer feature learning approach
 

Figure 1. Three stages in the development of image classification techniques 

1) Traditional image classification methods use the method of manually specifying features, as 

shown in Figure 2-1 (a). The process of image classification is divided into two steps: (a) manually 

designing feature extraction methods; (b) The classifier is used to train and test the extracted feature 

information. 

2) The modern mainstream image classification technology divides the classification process into 

three steps, as shown in Figure 2-1 (b). This method also uses artificially designed features. In the 

first step, the designated feature extraction method is used to extract features from the image, which 

is called low-level features here; The second step is to express low-level features as intermediate 

features, usually using unsupervised learning methods (such as clustering), and then use 

intermediate features to describe the image; The third step is to use intermediate features to train the 

classifier, and then complete the image classification task. The word bag model belongs to this type 

of method. 

3) The latest image classification method uses an end to end multi-level feature learning method. 

This method does not require manual design features, but starts from training data, through 

multi-level learning, to form a hierarchical representation of image features. Many researches have 

pointed out that the deeper level convolutional neural network can better obtain the features in the 

data, and thus obtain higher classification performance. 

3.2. Experiments 

1) Experimental data 

The samples are cashmere and wool fiber images provided by the same cashmere group. The 

visual vocabulary (visual dictionary) of cashmere and wool is obtained according to the process 

described above. By using supervised learning training, this paper also conducts a comparative 

experiment on the selection of training set size, because if the proportion of test set in the total 

sample size is too small, the training accuracy may not be reached. If the proportion of test set in the 

total sample size is too large, the over fitting phenomenon may occur, which makes the final 

recognition effect worse. Therefore, the ratio of training set and test set is finally determined to be 

7:3. Finally, more than 1100 images of cashmere and wool training set and more than 400 images of 

test set are selected. 

2) Determination of K value 

The size of the K value has a certain impact on the recognition rate. If the K value is too small, it 
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is difficult to effectively describe the image, and if the K value is too large, it is easy to produce an 

over fitting phenomenon. Generally, the selection of the K value should be less than the number of 

feature points of all images. According to the analysis and comparison of many experiments, the 

final selection of K value of 500, that is, 500 visual words, is used to describe the characteristics of 

cashmere and wool fiber image 

3) Determination of Kernel Function 

The SVM training function in the support vector machine function toolbox in MATLAB is used 

for training; when the kernel function is different, the recognition rate will be different. 

4) Determination of L value 

When extracting visual words from images, spatial pyramid method is added. Different pyramid 

levels will lead to different final recognition rates. Therefore, the size of L value needs to be 

discussed and analyzed. 

5) The specific steps of fiber diameter measurement are as follows: 

(1) After the central axis of the fiber is obtained, any point Pi (xi, yi) on the central axis can be 

obtained, i=0.12.3...., n. Search the points before and after the point at any point, and the slope of 

the point can be obtained according to these points; 

(2) Using the slope of the point as the vertical line of the point, the intersection point with the 

fiber edge line can be obtained; 

(3) Set the intersection point of the vertical line and the fiber edge line as C (x1, y1) D (x2, y2). 

At this point, the number of pixels between CDs can be obtained, that is, the number of pixels 

between fiber edge lines. The fiber image is 640x480. It can be seen that the original fiber image 

has a 100um ruler. According to the length of 100um, the number of pixels within 100um can be 

calculated, so that the size of a pixel can be known. Through calculation, it can be known that the 

size of a pixel is 0.376um. Then calculate the number of pixels between the two edge lines of the 

fiber, and the product of the pixel size is the obtained fiber diameter. 

6) Computing and Testing Classification Functions 

The classification function mainly has two parameters: support vector and constant term. The 

support vector is composed of data points one by one. The eigenvalues and support vectors of each 

picture obtained above are used for operation. The result is added to the value of the constant term 

to obtain the final function value of the classification function. If the value is greater than 0, it is 

judged as wool, and if the value is less than 0, it is judged as cashmere. 

The complexity of the classification function is mainly reflected in the size of the support vector. 

The factors that affect the complexity are the type of kernel function and the implementation 

method. At present, there is no strict theoretical basis for the value taking principles and methods of 

variables such as kernel function type and implementation method. The control variable method is 

adopted, that is, the method of fixing other variables and changing the value of a variable. Many 

simulation tests are carried out to find the best value of each variable. 

4. Experiment Analysis 

4.1. Experimental Results 

1) Function comparison 

In this paper, linear kernel function, radial basis function (RBF) and histogram cross kernel 

function are used for approximate recognition and classification of cashmere and wool, and the 

recognition rate is shown in Table 1 below: 
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Table 1. Recognition rate results for cashmere wool fibres 

Methods Wordpack model Join the Spatial Pyramid 

SVM kernel functions Linear Radial basis Histogram crossover Linear Radial basis Histogram cross 

1 75.3% 74.2% 76.1% 83.3% 82.2% 84.1% 

2 70.6% 72.4% 77.5% 84.2% 84.8% 88.4% 

3 79.7% 80.2% 80.8% 83.2% 83.2% 85.8% 

4 79.3% 75.2% 80.1% 83.2% 80.2% 84.2% 

5 74.4% 76.7% 78.6% 82.3% 83.2% 87.2% 

6 74.3% 73.8% 76.9% 80.2% 82.0% 84.6% 

7 75.9% 75.5% 76.4% 83.2% 81.7% 86.2% 

8 74.6% 75.2% 78.1% 80.4% 83.6% 84.2% 

9 77.8% 75.2% 77.7% 79.8% 80.6% 85.2% 

10 75.5% 74.2% 81.3% 81.2% 81.6% 84.2% 

Average 75.64% 75.26% 78.45% 82.10% 82.29% 85.87% 

 

 

Figure 2. Analysis of the recognition rate results for cashmere wool fibres 

It can be seen from the above figure 2 that after adding the spatial pyramid, the recognition rate 

of cashmere and wool has been significantly improved compared with the original bag model 

method, and the recognition rate obtained by using the histogram cross kernel function is higher 

than other kernel functions. As shown in Table 2 and Figure 3: 

Table 2. Recognition rates under three different kernel functions 

Kernel functions Space Pyramid Improvement Wordpack model 

Linear kernel 0.82 0.76 

RBF kernels 0.83 0.75 

Histogram cross kernels 0.87 0.78 
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Figure 3. Comparison of recognition rates under three different kernel functions 

Therefore, the histogram cross kernel function should be selected here. The formula is as 

follows: 

Histogram cross kernel function: 

),min(),( 1 kk

n

ki yxyxK  
                         (3) 

Where x and yi are two arbitrary eigenvectors, xk and yk are the eigenvalues of the nth 

dimension of x and yi respectively, and the dimensions of the m-dimension eigenvector. It can be 

seen from Formula 4-8 that the calculation of histogram cross kernel function is relatively simple, 

which improves the operation efficiency. 

2) The recognition rate obtained by different L values is shown in Table 3 below: 

Table 3. Identification rates of cashmere wool fibres for different L-value parameters 

L-value Linear RBF Histogram crossover 

1 79.3% 78.2% 80.1% 

2 82.2% 81.8% 84.4% 

3 83.2% 83.2% 86.8% 

4 83.2% 83.4% 87.0% 

5 83.3% 83.2% 87.1% 
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Figure 4. Comparison of the recognition rate of cashmere wool fibres with different L-value 

parameters 

As shown in Figure 4, when the L value increases from 1 to 3, the recognition rate obtained by 

using these three different kernel functions will be significantly improved, but when the L value 

increases from 3 to 5, there is no significant difference in the recognition rate. With the increase of 

the L value, the operation efficiency of the computer will be significantly slower, and the hardware 

requirements for the computer will be higher; therefore, considering comprehensively, it is best to 

take L value as 3. 

3) The measurement results of fiber diameter are shown in Table 4 below: 

Table 4. Results of fibre diameter measurements for cashmere wool 

Category Cashmere diameter (um) Wool diameter (um) 

Mean P(um) 16.86 19.65 

Maximum value(um) 25.48 30.65 

Min(um) 12.16 13.56 

Mean Variance 2.41 2.76 

Coefficient of Variation (CV) 0.23 0.30 

 

From the corresponding diameter values in Table 4, it can be seen that the average, maximum 

and minimum diameters of cashmere are smaller than those of wool. And the CV value of cashmere 

diameter is slightly smaller than that of wool diameter, which indicates that the difference between 

cashmere diameters is smaller than that of wool, and the diameter distribution range of wool is 

larger than that of wool. 
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Figure 5. Comparison of fibre diameter measurements for cashmere wool 

It can be seen from the above figure 5 that the diameter distribution of cashmere and wool is in 

normal distribution. It can be clearly seen that the diameter value of cashmere is smaller than that of 

wool, and the distribution is more concentrated than that of wool. 

4.2. Experimental Analysis 

According to the above, the K value of 500 is finally selected, the kernel function type is 

histogram cross kernel function, the pyramid layer L value is set to 3, and more than 1100 cashmere 

and wool training sets and more than 400 test sets are selected. At this time, the recognition rate is 

good. Through many experiments, it is found that the average recognition rate of cashmere and 

wool is about 86%, that is, it fluctuates around 86% each time. Through many experimental 

comparisons, the maximum, minimum and mean values are shown in Table 1 below: 

Table 5. Recognition rate results for cashmere wool fibres 

Category Cashmere recognition rate Wool recognition rate 

Mean value 86.3% 86.1% 

Maximum value 88.2% 87.6% 

Min 85.3% 84.8% 

Mean Variance 2.28 2.44 
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Figure 6. Comparison of recognition rate results for cashmere wool fibres 

It can be seen from the above figure 6 that the maximum recognition rate of the word package 

model method is more than 88%. Through many experiments, the average recognition rate can 

reach 86%, and the results of each experiment fluctuate by 86%. The mean square deviation of the 

results of many experiments is 2.32, which is relatively small, indicating that the method has good 

robustness; In addition, this method can be used in the automatic detection system, and can be 

applied to the case of very large data sets. The detection speed is also relatively fast. Because the 

images used are from the optical microscope, its cost is relatively low, and it is easy to be 

popularized to practice. Therefore, this method can be used as a more effective method to identify 

cashmere and wool. 

5. Conclusion 

Animal fiber identification technology is a detection technology based on subjective judgment of 

human experience. Due to the variation of ecological environment, feeding conditions and animals 

themselves, the scale structure of animal fibers has undergone uncertain changes. This brings many 

difficulties to the daily inspection work. The author's unit has been engaged in the identification of 

animal fibers for many years, and often meets with variant cashmere fibers in the work. When 

encountering this problem, multiple testers are required to jointly identify, which seriously affects 

the work efficiency. The atlas database can realize the sharing of image information within the unit 

or even in many domestic units, filling the gap in this field at home and even in the world, which is 

of great significance to improve work efficiency. 
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