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Abstract: The research of hybrid leapfrog algorithm has always been a hot spot. The 

performance of the classifier model can be improved by improving and optimizing the 

model. This paper proposes a fusion text semantic structure pattern recognition system 

based on hybrid leapfrog and support vector machine. The leapfrog algorithm is studied to 

improve the speed and accuracy of text classification feature selection. This paper mainly 

uses experimental design and data comparison to illustrate the performance of different 

algorithms in text classification. The experimental results show that MSFLA-FCM 

algorithm has great advantages in terms of average fitness value, the maximum fitness 

reaches 1.518, and the effect of text classification is significantly improved. 

1. Introduction 

With the development of computer technology, in terms of data processing, we have been able to 

classify according to user input information. This paper mainly aims at the hybrid jump algorithm 

(PCA) to solve the problems in text classification. At present, two classification methods based on 

the combination of training set and test set have been proposed to distinguish the behavior 

characteristics of fish schools. At present, the commonly used methods mainly include artificial 

neural algorithm, statistical learning and knowledge map based methods. 

There are a lot of theoretical achievements on hybrid leapfrog algorithm and its application in 

text classification feature selection optimization. For example, some scholars said that the Hybrid 

Frog Leaping Algorithm (SFLA) is an intelligent optimization algorithm that imitates the foraging 

behavior of frog groups, and it has the advantages of few parameters, simple structure, strong 

robustness, etc. [1-2]. Some scholars believe that leapfrog algorithm initializes the population 

through reverse learning mechanism, and then uses normal cloud operator to solve the better value 
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around the global optimal individual and sub group optimal individual [3-4]. In addition, some 

scholars have proposed a fuzzy C-means clustering algorithm based on mixed leapfrog [5-6]. 

Therefore, the application of leapfrog algorithm and its improvement in feature selection of text 

classification is a more novel topic and has practical value. 

This paper first studies the text classification technology, analyzes its framework, and analyzes 

the steps of text classification. Secondly, the theory of the hybrid leapfrog algorithm is expounded, 

and the advantages of the algorithm are proposed. Then the application of the hybrid leapfrog 

algorithm in text classification is briefly discussed. Finally, through experiments, we study the role 

of different algorithms in text classification, and draw relevant conclusions. 

2. Optimization Algorithm of Text Classification Feature Selection Based on Hybrid Leapfrog 

2.1. Text Classification Technology 

Text classification technology is an interdisciplinary subject. At present, text classification has 

been successfully applied in various fields, such as intelligent retrieval, gene analysis, digital library, 

etc. Understanding the general process and key steps of text classification technology will help us 

understand the characteristics of text classification more deeply, and at the same time, we can 

propose some feature selection methods more specifically. Its basic goal is to automatically classify 

unknown texts into corresponding categories according to the text set of known categories. The 

general process is as follows: analyze the text set of known categories and construct the 

corresponding classification model, that is, classifier. Then, text of unknown categories is 

automatically classified into predefined categories according to the classifier. The process of text 

classification is equivalent to the process of set mapping in the mathematical field. In this process, 

the text sets to be classified of unknown categories are mapped to the corresponding category sets 

one by one according to the predefined category information [7-8]. The basic framework of text 

classification is shown in Figure 1: 
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Figure 1. The basic framework for text classification 

The text classification model can be divided into two processes, one is the training process the 

other is the classification process. In the training process, the classifier is constructed by text 

preprocessing, feature selection and feature weighting for the text set of known categories (training 

set), and the classifier is tested and evaluated using the text set of unknown categories (test set). 

Text preprocessing is mainly to convert text into a form that meets the requirements of the text 
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classification system, and eliminate information irrelevant to text classification. Effective text 

preprocessing can make text classification fast and effective [9-10]. 

Text preprocessing usually includes removing stop words and text marks. Each corpus has its 

fixed storage format, and these tags used to describe the text format are generally irrelevant to the 

text content, such as numbers, punctuation marks, spaces, images and other information, and even 

some garbled code. These tags do not carry any useful information, do not help in the text 

classification process, and even affect the efficiency of text classification. Therefore, before 

classification, it is usually necessary to preprocess the corpus. 

Text is composed of a series of strings without fixed structure. During text classification, the 

content of the text cannot be understood and processed by the computer. Therefore, it is necessary 

to extract the text from the complex text structure and convert it into a form that can be understood 

by the machine [11-12]. 

2.2. Hybrid Leapfrog Algorithm 

Hybrid Frog Leaping Algorithm (SFLA) is a method that regards the frog in the population as 

the hidden solution of the optimization problem, and uses the cooperation and competition in the 

process of frog hunting to find the optimal solution in the population. The essence of this algorithm 

is a group mountain climbing algorithm. SFLA mainly solves the problem of multi-objective 

optimization. The hybrid leapfrog method is a global minimization rule search technique. It does 

not depend on the objective function but only on the algorithm itself. SFLA regards each frog as an 

individual of the population, and multiple subgroups constitute the whole population. When the 

individuals of the sub group are updated, it is necessary to use the best and worst individuals of the 

sub group to generate a new individual (as a jump). If the fitness of the parent individual is worse 

than that of the new individual, replace it [13-14]. 

In the local search stage, for each subpopulation, only the frog with the worst fitness value is 

updated each time during its evolution. First, under the guidance of the best frog xM
 in the sub 

population, the update method based on local optimization vM
 is used to update: 

ii ),( GMMMMRG vvvx 
                       (1) 

In the above formula, iG  represents the step size of leapfrog jumping, and R is a random real 

number evenly distributed between 0 and 1. The update method is based on the global optimization 

vM
. 

ii ),( GMMMMRG vvvx 
                       (2) 

The core step of SFLA implementation is to interweave global search and local search. Global 

search can effectively jump out of the problem of local optimal solution. Local search can make the 

search speed faster, and can quickly find the extreme value in the specified space. The main idea of 

improving SFLA is to divide the whole population into a subpopulation by randomly selecting frogs 

to perform grouping, and each group contains b frogs. For each group of frogs, judge whether it is 

the best frog by comparing the fitness of frogs in the subpopulation. Each frog in the population 

will be affected by another frog. Through evolution, each frog will be optimized to the best solution 

[15-16]. 

Hybrid hop algorithm is a global search and optimization problem. In the process of 
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classification, several features are arranged in a certain order. Although this processing method can 

reduce the number and complexity of training sets, improve the operation speed and accuracy. The 

hybrid leapfrog algorithm is a new classification method based on the combinatorial optimization 

problem, which has the characteristics of global search ability and local optimization. This model 

can integrate strings, words and other information. In the training process, we convert the objective 

function into the sub generation edge. This method improves the solving efficiency and saves time. 

But there are also some defects. First of all, it cannot solve the problem of strong relationship 

dependency between complex data points. It cannot describe a class or a combination of classes as a 

whole. Secondly, the requirements for objective function parameters are high. Finally, in the 

classification process, a large amount of sample data is needed to support its calculation and 

optimize performance indicators [17-18]. 

2.3. Application of Hybrid Leapfrog Algorithm in Text Classification 

The hybrid leapfrog algorithm classification is mainly based on the training set to classify, and a 

training text contains a lot of data information and corresponding feature points. This paper adopts 

an automatic partition rule for this model. This method can not only ensure the quality of randomly 

generated results, but also avoid the calculation error caused by human factors. At the same time, 

the least square method is used after the optimal solution is obtained through statistical analysis to 

meet the problem solving requirements. By satisfying the weight range under certain conditions to 

process and generate a classifier, the efficiency and performance of the algorithm can be improved. 

This paper mainly studies the application of the hybrid leapfrog algorithm in text classification, and 

gets a better solution by adjusting the parameters of the model. Take the trained initial value data as 

the test variable. Then the corresponding threshold value is calculated according to the 

corresponding difference function formula in the experimental results. 

Based on the characteristics of the hybrid leapfrog algorithm, this paper firstly analyzes three key 

technologies commonly used in the field of text classification-split recognition, artificial neural 

network and entity analysis. Then, on the classification training module, an improved maximum 

entropy search optimization model is proposed, which is suitable for solving the optimal solution 

and minimum variance conditions. Text information is obtained through preprocessing. According 

to the fit function analyzed from the original data, the attribute vector values and global threshold 

intervals corresponding to the sample points are calculated, and the weight distribution among all 

categories in each cluster domain after grouping is obtained. The classification results are obtained 

by using statistical features for classification training. Compared with the experimental results, the 

hybrid leapfrog algorithm has a high similarity in the training process. 

3. Text Classification Experiment Design 

3.1. Experimental Platform 

The algorithm used in the experiment is programmed by MATLAB 9.0, and the experimental 

environment is P6/3.0GHz/4.0GB PC. This experiment is carried out on a PC configured as 

follows. 

Processor: Intel (R) Core (TM) i7 

Memory: 12G 

Operating system: Microsoft Windows 13 Home Edition 

Development environment: PyCharm 
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Development language: Python implements IG, CHI, MI, FSTM and WMI algorithms 

3.2. Test Data Set 

The experimental data set is downloaded from the search engine. It includes five projects: 

finance, entertainment, sports, science and medicine. After the document is cleaned, the Chinese 

lexical analysis system ICTCLAS is used to extract the feature words and the weight of the feature 

words is calculated by tf idf. FCM, SFLA-FCM and MSFLA-FCM were used to cluster the data. 

3.3. Evaluation Indicators 

This paper focuses on the function of hybrid leapfrog algorithm in text classification. Therefore, 

this paper mainly selects the precision, recall and query time of text classification as indicators. 

Both recall and precision are obtained when the text is divided accurately. In this paper, FCM, 

SFLA-FCM and MSFLA-FCM algorithms are used to compare and obtain relevant data. 

4. Analysis of Experimental Results 

4.1. Performance Index Analysis 

ICMFW in this paper represents IG, CHI, MI, FSTM and WMI algorithms respectively. By 

analyzing the precision, it can be concluded that the WMI algorithm is 1 percentage point higher 

than other feature selection algorithms on average. By analyzing the recall ratio, it can be concluded 

that WMI algorithm is the best method for feature selection. FSTM and IG algorithms are basically 

the same, and both are better than MI and CHI. See Table 1 for details: 

Table 1. Text classification criteria datasets classify overall metrics on feature selection algorithms 

 Precision ratio Recall ratio Test time 

I 0.881 0.865 10 

C 0.872 0.855 13 

M 0.891 0.837 10 

F 0.882 0.864 10 

W 0.899 0.890 8 

 

 

Figure 2. Text classification criteria datasets classify overall metrics on feature selection 

algorithms 
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As shown in Figure 2, we can see from the shape trend in the figure that the WMI algorithm 

introduces word frequency and does not completely eliminate all low-frequency words. WMI 

algorithm is superior to MI algorithm and FSTM algorithm, and the experiment also verifies the 

rationality and effectiveness of the improved algorithm. 

4.2. Performance Comparison of Three Algorithms 

The comparison between the optimal value of the algorithm's fitness and the algorithm's 

convergence time is shown in Table 2. Each algorithm is calculated 40 times in this paper, and the 

average value is taken. We can see from the table that each algorithm takes less than one minute. 

This makes the experiment time less. 

Table 2. Performance comparison of the three algorithms 

 Maximum fitness(10
-5

) Average fitness(10
-5

) Time 

FCM 1.402 1.402 16 

SFLA-FCM 1.486 1.473 38 

MSFLA-FCM 1.518 1.511 30 

 

 

Figure 3. Performance comparison of the three algorithms 

As shown in Figure 3, although MSFLA-FCM has comparative advantages over the other two 

algorithms in terms of clustering accuracy and the ability to find that texts belong to multiple 

classes, due to the introduction of the local search and global search processes of the hybrid 

leapfrog algorithm, the algorithm is longer than the FCM clustering algorithm in terms of time, 

which is also a disadvantage of the algorithm. However, compared with SFLA-FCM, the 

evolutionary time has been relatively shortened due to the corresponding improvement of the hybrid 

leapfrog algorithm. 

5. Conclusion 

In this paper, when studying the hybrid leapfrog algorithm, the selection of text classification 

features is discussed, and the corresponding theory is given. Through analysis and comparison, it is 

found that there are some differences between the target points and training data (including 

horizontal and vertical directions) based on the mixed frog jump. According to this property, it can 

be divided into two categories. Based on the hybrid leapfrog algorithm, the text classification 
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problem is improved by introducing word vectors, statistical feature parameters and random search 

methods in machine learning. This article is affected by the incomplete content and other factors, 

and fails to successfully verify its other performance and application value. 
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