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Abstract: The daily monitoring, accurate data analysis, quality prediction and visualization 

of air quality (AQ) are conducive to the overall control of urban AQ. This paper mainly 

carries on the research about the artificial neural network in the field of environment. This 

paper aims at exploring intelligent prediction methods, improving intelligent prediction 

algorithms and establishing intelligent prediction models for AQ. The combination of time 

series ARMA model and BP neural network(BPNN) can give full play to their advantages. 

In this paper, the combined model of ARMA. BPNN is established to predict AQ Index 

(AQI). The experimental results show that the state information displayed by the 

simulation is basically consistent with the actual AQ, and the accuracy is more than 85%. 

This shows the practicability of the model proposed in this paper, which can be used in 

actual AQ prediction and is conducive to the development of environmental monitoring 

work. 

1. Introduction 

Since the 21st century, thanks to the government's vigorous promotion of machinery 

industrialization and urban modernization, China's economic construction has developed rapidly, 

and it has become the world's second largest economy. For a long time, China's economic 

development has consumed a large amount of environmental resources and seriously damaged 

China's ecosystem. Excessive mechanical industrialization and urban modernization have caused 

serious damage to the ecological environment, and human beings have been exposed to air 

pollutants for a long time, which is closely related to the sharp increase in mortality in recent years 

[1-2]. Air pollution problem has been to residents' health and daily life caused great negative impact, 

cars, factories and so on the atmosphere of nitrogen oxides, hydrocarbons for children is still 

growing and the dangers of body function decline of the old man is particularly serious, therefore to 

improve the ecological environment, to the human a healthy earth is around the corner [3]. AQI is a 

numerical evaluation index for evaluating AQ. It combines the concentrations of several air 

pollutants routinely monitored by environmental quality standards and the impacts of various 

pollutants on human health, ecology and environment, so as to visually reflect the degree of urban 
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air pollution [4]. Traditional AQ prediction methods only use the AQ data of the current monitoring 

stations, but there is spatial correlation between pollutants, and the AQI of the current monitoring 

stations is also affected by the AQ data of the neighboring monitoring stations to a certain extent [5]. 

After the world enters the Internet era, computer technology has rapidly penetrated into all walks of 

life, especially the development of artificial intelligence in recent years. Machine learning and deep 

learning technologies have been widely used in People's Daily life, such as computer vision, natural 

language processing, speech recognition, etc. [6]. In recent years, researchers have gradually 

applied the technology to AQI prediction. 

Mechanism model and data model are two main types of AQ prediction. The mechanism 

prediction model is mainly based on physical and chemical changes, meteorological factors, and the 

content of pollutants in the surrounding environment [7]. On the one hand, the collected data such 

as pollutant discharge are inaccurate and incomplete. On the other hand, the influence of 

meteorological factors and physical and chemical processes on AQ has obvious nonlinearity. 

Therefore, the accuracy of the mechanistic model to predict AQ is not high. The era of big data has 

brought a huge amount of information and provided convenience for the establishment of data 

models. More and more scholars have conducted more accurate prediction research on AQ based on 

neural network models [8-9]. Some scholars have used BPNN to predict urban AQ in the western 

region of North China, and the experimental results show that this method can obtain excellent 

prediction performance [10]. Some scholars have proved that compared with BPNN, RBF neural 

network has better effect in AQ prediction and stronger generalization ability of the model [11-12]. 

The establishment of scientific and efficient AQ prediction model can help people more 

effectively arrange future outing plans; Secondly, it can help the relevant functional departments 

more accurately carry out pollution control and environmental protection work; Finally, it can also 

provide technical support to the country when making policy. 

2. Application of Optimized BPNN to AQ Prediction 

2.1. Major Air Pollutants and AQ Standards 

AQ is closely related to People's Daily life. However, with the development of society and 

economy, whether it is the uncontrolled emission of industrial waste gas, or the increase of exhaust 

gas caused by the increase of private cars, the content of pollutants in urban air is constantly rising, 

which will threaten people's health in the long run. Air pollution is caused by a variety of 

substances, mainly divided into fine particles and harmful gases. For fine particles, those with 

aerodynamic equivalent diameter (d) ≤2.5μm are called PM2.5, while those with d≤10μm are called 

PM10 [13]. Among them, PM2.5 particles have small diameter, strong adsorption capacity, can 

combine with many harmful chemical substances, and its small mass is not easy to settle naturally 

in the air, so it can stay in the atmosphere for a long time and transmit over a long distance, causing 

greater harm to human body [14]. 

As for gas pollutants, there are mainly sulfur dioxide (SO2), nitrogen dioxide (NO2), carbon 

monoxide (CO), ozone (O3) and other volatile organic compounds in the air [15]. Among them, the 

SO2 come mainly from the fuel combustion process of sulfur (coal, oil, etc.), and some non-ferrous 

metal ore smelting process, it is a colorless, stimulating odour gas can and PM2.5 combined with 

formation of aerosols in the air, is a threat to human respiratory tract, serious when can make people 

breathing difficulties, cause a variety of respiratory diseases and even deadly. In addition, SO2 can 

also combine with water vapor in the atmosphere and dissolve in water to form sulfuric acid and 

sulfite, leading to the formation of acid rain [16]. NO2 is the main form of nitrogen oxide pollutants 

in the air, which is generated by the combustion of fossil fuels, the use of nitric acid, the 

manufacture of nitrogen-containing fertilizers, metal smelting and other processes. Nitrogen oxides 
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in the air will cause irritation to human lungs, induce asthma, and make it difficult for people to 

resist colds and other diseases. At the same time, nitrogen oxide is also one of the main components 

of photochemical smog. Similar to SO2, NO2 can combine with water vapor to form nitric acid rain 

[17]. CO is the product of incomplete combustion of carbon containing substances such as coal and 

oil. With the continuous development of manufacturing industry and automobile industry, both 

industrial oil consumption and civil gasoline and kerosene use are on the rise, resulting in the 

increase of CO content in the air year by year. Because CO is not easy to react with other 

substances in the air, it can stay in the atmosphere for 2-3 years or even longer, and because of its 

strong binding ability with red blood cells, if the concentration exceeds the standard, it will lead to 

hypoxia. O3 is produced by nitrogen oxides in the air through ultraviolet irradiation. Excessive 

concentration of O3 will lead to the decline of human lung function and permanent damage to 

plants [18]. 

AQ is determined by the average amount of pollutants in the air. At present, China's AQ 

situation is described by two dimensionless indices, AQI and AQ Sub-index (IAQI). Among them, 

AQI is represented by the maximum IAQI of six pollutants, PM2.5, PM10, SO2, NO2, CO and O3, 

and the IAQI of each pollutant is calculated by its mass concentration value. 

When the AQI in the current environment is greater than 50, the air pollutant with the largest 

IAQI is the primary pollutant. As shown in Table 1, according to the AQI value range calculated in 

the above way, the AQ in the current environment can be divided into six levels. 

Table 1. AQI classification 

AQI range AQI level AQI category 

0-50 Level 1 Optimal 

51-100 Level 2 Good 

101-150 Level 3 Light pollution 

151-200 Level 4 Moderate pollution 

201-300 Level 5 Heavy pollution 

>300 Level 6 Serious pollution 

Within the different ambient AQ levels, the national environmental protection standards give the 

warning color of the corresponding level, the possible harm to human health, and the recommended 

countermeasures for people to take. Poor AQ will not only bring a strong negative impact on 

people's health and work life, but also hinder our current social and economic development. 

2.2. Construction of Neural Network Prediction Model 

The number of hidden layers will directly affect the prediction effect and training duration of the 

network. Although increasing the number of hidden layers can improve the prediction accuracy, too 

many hidden layers will lead to the increase of model complexity. Therefore, under the premise of 

meeting the prediction accuracy, the number of hidden layers should be reduced as much as 

possible. At present, the network model with one or two hidden layers is commonly used in most 

studies for training. In this paper, BPNN with one hidden layer is constructed to achieve AQ 

prediction. 

It is very important to select an appropriate number of nodes in the network input layer. Too high 

input dimension will increase the complexity of network training, thus increasing the training 

duration. Therefore, samples with a high degree of relevance to the problem to be solved should be 

selected as network input. AQI may be affected by many factors, such as spatial factors, 

meteorological conditions and human factors at that time. However, the BPNN model constructed 

in this paper is the analysis and prediction of AQI time series and the short-term prediction of AQI. 

Therefore, in the process of AQ prediction in this paper, the historical AQI series is taken as the 
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original data. After several experiments, it is concluded that the different number of input nodes 

leads to the different training regression parameters of BP network. When the number of input 

nodes is 2, the training regression parameter of BP network is 0.875. When the number of input 

nodes is 4, the regression parameter of network training is 0.996. When the number of input nodes 

is 5, the regression parameter of network training is 0.998, which is the closest to 1. Therefore, the 

input layer node of BPNN in this paper is determined as 5. 

The AQ prediction model in this paper is a short-term prediction of AQI. The AQI prediction 

model belongs to a nonlinear mapping with multiple inputs and single output, so the number of 

nodes in the output layer of the network can be determined as l. The selection of the number of 

hidden layer nodes is usually determined by testing the number of nodes in a certain range. The 

calculation method of its approximate value range is as follows: 

 qnp
                                (1) 

 

Where, n and q respectively represent the number of nodes in the input and output layers, and α 

is taken as any real number [1,10]. According to calculation, the approximate range of the number 

of nodes in the hidden layer is [6.12]. After repeated experiments of gradually increasing and 

deleting hidden layer nodes, it is found that the number of hidden layer neurons corresponding to 

the minimum relative error and mean square error of the network can be determined as 12 by 

comparing the errors predicted by BP network with different number of hidden layer nodes. 

Activation function is an important factor that affects the training performance of network 

models, and it is the main factor that makes networks possess nonlinear processing ability. 

According to the characteristics of the studied data and the characteristics of each activation 

function. 

3. Neural Network Model Optimization 

In this paper, ARMA time series model and BPNN model are combined to make short-term 

prediction of AQI. Because ARMA model has good linear fitting effect on time series, while BPNN 

is good at dealing with nonlinear mapping relationship, they have different fitting ability on the 

characteristics of AQI data. The combination of ARMA and BPNN can fully extract the hidden 

information in AQI sequence, and effectively improve the prediction accuracy and practicability of 

the model. 

Time series Y is regarded as composed of linear structure l and nonlinear structure n. The 

specific algorithm of BP-ARMA combined model for time series prediction is as follows: 

The ARMA model is established to predict the AQI time series, that is, the linear feature l 

existing in the series is fitted, and the prediction result is represented by lt. The difference between 

the predicted value and the observed value is calculated to form the residual series, which contains 

the nonlinear features existing in the historical AQI data and can be expressed as follows: 

ttt lye 
                                  (2) 

 

The residual et contains the nonlinear relationship in the AQI sequence. In order to fully explore 

the hidden information in the observation sequence, the powerful nonlinear fitting ability of BPNN 

is further used to learn the nonlinear relationship, and the residual is predicted, and the predicted 

value is denoted as nt. RMA model and BPNN model give full play to their respective advantages. 
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4. Analysis of BPNN Model Test Results 

4.1. Model Testing 

Using the neural network toolbox in MATLAB, the improved BPNN algorithm is used for 

prediction. The training set is the historical data from January to February 2021, and the predicted 

result AQI* is compared with the actual value. 

 

Figure 1. Prediction based on optimized BPNN 

As shown in Figure 1, the overall error of the proposed model is significantly improved 

compared with the traditional BPNN prediction when the number of iterations is less. The 

generalization ability of the model has been greatly improved, which obviously has stronger 

practical application ability. 

Table 2. Comparison of neural network training parameters before and after improvement 

Neural network Training time(s) Training error Accuracy of prediction 

BPNN 19.02 2.32e-3 72.5% 

Improved BPNN 12.78 3.16e-4 85.2% 

As shown in Table 2, the training time of the improved neural network is 13.22 seconds, and the 

final prediction result accuracy is 87.5%. 

4.2. Near-term AQ Forecast 

The basic idea of this section is as follows: Firstly, the known historical data in the recent period 

are used for training and testing, so as to preliminarily judge the application ability of the model in 

the recent air climate model. Secondly, the data in the recent period are used as input to predict the 

future air pollution indicators. 

In order to maintain the continuity in time, a total of 30 days of data in January 2022 were 

acquired using the same data crawling method for model training and testing. 

Similar to the training and testing of the model mentioned above, the prediction results are 

shown in Figure 2. 
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Figure 2. AQI forecasts 

The prediction results verified our conjecture and were highly consistent with the actual data of 

March, which indeed continued the trend of improving AQ and decreasing AQI in February. 

Similarly, in order to verify the effectiveness and superiority of this model training, a 

comparative experiment between ARIMA model and traditional BPNN model is conducted in this 

paper. By inputting the same historical data into ARIMA model and traditional BPNN model for 

training, the test results are shown in Table 3 for the accuracy of different models. 

Table 3. Comparison of neural network training parameters before and after improvement 

Neural network Training time(s) Training error Accuracy of prediction 

BPNN 14.37 2.45e-3 72.1% 

Improved BPNN 12.59 2.47e-5 92.8% 

ARIMA 14.18 7.21e-4 81.9% 

It can be seen that the accuracy of the traditional BPNN algorithm is the lowest, only 72.1%, 

ARIMA is 81.9%, and the accuracy of the improved neural network is 92.8%. 

5. Conclusion 

With the rapid development of urban industry, air pollution is becoming more and more serious, 

which directly affects the health of residents. In this paper, the core part of artificial intelligence -- 

neural network is introduced into the AQ prediction work, which provides a preliminary basis for 

the subsequent intelligent AQ monitoring. In this paper, the combination of ARMA model and BP 

model is proposed for modeling research. ARMA model is a typical method to study linear time 

series. The combined model builds ARMA model to fit the linear part of AQI, and then uses BPNN 

to fit the nonlinear relationship implied in the residual series. Finally, the prediction result of the 

combined model is obtained by adding the fitting results of the two models. By comparing and 

analyzing the prediction results of ARMA model, BP model and combination model, the prediction 

results of combination model are more accurate. 
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