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Abstract: Today, the development of the automobile market is still very rapid, the prospect 

is still very bright. However, with the increasing number of cars, it also brings the shortage 

of oil resources, air pollution and other problems. Therefore, to improve the economic 

performance of vehicles and improve their emission performance has become the goal of 

major auto manufacturers. This paper mainly studies the application of internal combustion 

engine engineering based on particle swarm optimization algorithm. Firstly, this paper 

takes ADVISOR as the model building platform and combines Simulink to build different 

modules. Then the application of particle swarm optimization algorithm in internal 

combustion engine engineering is optimized, and two configuration schemes are obtained 

by using particle swarm optimization algorithm. The economic comparison of different 

configuration schemes verifies the necessity and superiority of typical driving conditions in 

the study of optimal configuration. 

1. Introduction 

In recent years, Chinese car sales kept a high growth rate, but with the continuous use of vehicles 

and other means of transportation, the resulting environmental and energy problems are outstanding 

[1-2]. In terms of the environment, currently existing vehicles mainly use hydrocarbon fuel 

combustion to obtain the energy needed to drive the car. Automobile internal combustion engine, 

however, is often idealized state, the exhaust gas produced by incomplete combustion contains a 

large amount of nitrogen oxide and carbon monoxide (CO) and unburned hydrocarbons (HC) and so 

on, which not only has toxicity to human body, and if directly discharged into the air, will have a 

serious pollution to the atmosphere and the ecological environment, [3-4]. In terms of energy, oil, 

the main power energy of automobiles, is a non-renewable energy. The amount of oil that can be 
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maintained by global oil resources depends entirely on the discovery of new oil storage sites and the 

accumulated refined oil products [5]. It has become increasingly difficult and expensive to find new 

deposits of oil underground. According to statistics, the world's remaining oil reserves can only be 

used for the world for several decades, making the popularization of energy saving work with the 

urgency of The Times. One of the keys to solve the two social problems of environmental pollution 

and energy shortage is to improve the combustion efficiency of gasoline engine fuel. Researchers 

from all over the world have also taken improving the economy and emission performance of 

automobiles as an important research topic, which has important research value and practical 

significance [6]. 

Since the 20th century, intelligent optimization algorithms such as genetic algorithm, ant colony 

algorithm, artificial immune network, crowd search algorithm and particle swarm optimization 

algorithm have been proposed successively [7]. These new algorithms have been widely used in a 

very short time and provide new ideas and directions for the research of optimization theory. 

Particle swarm optimization (PSO) is a population random search algorithm. There are many 

problems worthy of further study, such as how to improve the local optimal solution ability of the 

algorithm, how to solve the optimal solution accuracy of the algorithm, how to reduce the 

computational complexity and so on. Many scholars have improved PSO mainly from three aspects: 

improving weight value, increasing algorithm diversity, and mixing with other algorithms [8]. The 

global search ability and the local search ability are mainly balanced by the weight. For the linear 

weight reduction, the global search ability of the algorithm is strong in the initial stage, and the 

local search ability is enhanced in the later stage. A scholar conducted experiments on the weight of 

the algorithm, analyzed how to choose fixed weight and variable weight, and analyzed the influence 

of inertia weight on algorithm optimization from the aspects of population size and topology 

structure of the algorithm [9]. Some scholars used fuzzy rules to adjust the inertia weight of the 

algorithm, formulated corresponding fuzzy rules and membership functions for the inertia weight, 

and realized the online adjustment of the inertia weight. The results showed that the fuzzy adaptive 

adjustment of the inertia weight was better than the linear reduction of the inertia weight [10]. 

Incomplete combustion of gasoline engine (gasoline engine) fuel will lead to environmental 

pollution and energy waste, which will degrade its economic performance and emission 

performance. In this paper, a new fuel consumption control method for internal combustion engine 

is proposed by using particle swarm optimization technology. 

2. Particle Swarm Optimization Algorithm Applied to Internal Combustion Engine 

Engineering 

2.1. Internal Combustion Engine Model Building 

In the process of automobile research, the use of computer model building and simulation 

analysis is an essential link, which can not only improve the work efficiency and shorten the 

development cycle, but also help enterprises reduce the cost of research and development. Among 

them, the development of energy management strategy of hybrid electric vehicle needs to be 

completed with the help of computer. After designing the vehicle control strategy, the control 

strategy is embedded in the simulation software for simulation analysis, and then the control 

strategy is debugged according to the simulation results. In order to achieve the above goals, the 

accuracy and calculation speed of simulation software are required very high. 

At present, the commonly used vehicle development software mainly includes AVL's CRUISE 

and the open source vehicle simulation software jointly developed by National Renewable Energy 
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Laboratory (NREL) and Matlab/Simulink ADVISOR. Among them, CRUISE uses forward 

simulation, and its characteristic is that the signal transmission path in the simulation process is 

consistent with that in the actual use process. 

ADVISOR is a backward simulation software, and the signal transmission direction in the 

simulation process is opposite to that in the actual use process. Compared with forward simulation 

analysis, backward simulation analysis is more used in vehicle performance testing. Therefore, this 

paper chooses ADVISOR as the development environment, establishes the SHVS model and energy 

management strategy, and compares and analyzes the energy consumption under different control 

strategies. 

Based on mechanics, the building of automobile power system model analyzes the speed, 

acceleration, resistance, driving force and other parameters of the vehicle during normal driving 

through the theory of automobile dynamics. The running process of the vehicle can be regarded as 

the process of control signal transmission among various components in the powertrain. In this 

paper, ADVISOR is taken as the model building platform and Simulink is used to build different 

modules. 

In order to ensure the accuracy of the simulation, the accuracy of the engine model should be 

ensured as much as possible in the process of building the engine model. Therefore, the change of 

torque/speed, the change of vehicle speed, the calculation of emission and the calculation of fuel 

consumption rate should be considered in the model. In the simulation model, the engine model is 

mainly composed of four parts, which are controller module, torque calculation module, speed 

calculation module and energy consumption and emission calculation module. The controller 

interface module is mainly used to receive the signal of the engine control module. Through the 

module, the output torque and output speed of the engine can be obtained. The engine torque 

calculation module can calculate the engine torque through the engine speed. It should be noted that 

the maximum value of the inertia torque and torque of the engine should be considered in the 

calculation process. The main function of the engine speed calculation module is to calculate the 

current engine speed according to the speed, clutch signal and transmission signal, and output to the 

next stage module; Energy consumption and emission module is the main function of the engine 

fuel consumption were calculated in the process of operation, through the calculation of fuel 

consumption results further calculate the HC, NOx, CO emissions of pollutants, it is important to 

note when calculating the vehicle fuel consumption and emissions started to consider the engine 

start, cold start and hot start need to calculated separately. 

2.2. Particle Swarm Optimization Algorithm 

(1) Mathematical principles 

 Suppose there are m particles in a D-dimensional space, and each particle ignores its volume. If 

there is an ith particle, its position is Xi(xi1 , xi2 ,…, xiD ), i =1,2, …, m; The velocity is 

Vi(vi1 ,vi2 ,…, viD ), i =1,2, …, m; The basis for judging the position is to substitute Xi into the 

objective function and calculate its fitness value to judge the position of Xi. At the same time, the 

particle will record its best position in its current flight experience as Pi(pi1 , pi2 ,…, pidD), i 

=1,2,…,m, while the best position of the population obtained by comparing the flight experience of 

all particles in the population is recorded as Pg(pg1 , pg2 ,…, pgD ), i =1,2, …, m[11-12]. And each 

particle determines the change of flight speed and direction according to the flight experience of 

individuals and groups, as shown in the following formula: 
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In the above equation, i=1,2... ,m stands for the number of particles, d=1,2... n represents the 

corresponding solution space solved and the number of features in data; c1 and c2 are learning 

factors, representing the acceleration weight of particles flying to the individual and group optimal 

positions; r1 and r2 are uniform numbers randomly distributed between [0,1] [13-14]. Therefore, the 

self-velocity of a particle is composed of three parts: the original velocity of the particle itself, the 

velocity change obtained by the influence of its own flight experience, and the velocity change 

obtained by the influence of the group [15]. This fully shows that the update of the particle's flying 

speed is based on the maintenance of its own speed, and then the optimal speed is obtained by 

reflecting on itself and learning group experience, so as to fly to a better position [16]. 

(2) Optimize the Settings 

The learning factor parameter represents the acceleration weight of the particle flying to the 

individual best position and the group best position respectively, which is a reflection on its own 

flight experience and learning the group's flight experience at the same time, and has a great 

influence on the search for optimization results [17]. By referring to the conclusions of other 

scholars: the value of self-reflective cognitive part is higher than that of the social part of the 

learning group, which will cause the particles to fly over the search space; However, the value of 

the social part of the learning group is higher than that of the self-reflective cognition part, which 

will lead to the premature convergence of the particles to the local extreme point. The learning 

factors c1 and c2 are as equal as possible, and their sum is best equal to 4. Therefore, the learning 

factors c1 and c2 are both set to 2, and the weights of self-cognition and learning group experience 

are updated respectively [18]. 

There is no inertia weight factor in the initial velocity update formula of the particle swarm 

optimization algorithm, but this leads to the loss of the ability of particle velocity update, so that the 

ability to explore the global optimal point is greatly weakened. Therefore, w is added as the inertia 

weight factor after improvement. The larger w is, the particle will conduct global detection with a 

larger step size, and thus the farther distance it can reach, while the smaller w is, the particle's step 

size decreases, but its search of the detected space is more careful and accurate. At present, the 

strategy of linearly decreasing inertia weights is generally adopted internationally is no longer set as 

a fixed value, but a parameter that can change dynamically according to the degree of the algorithm, 

as shown in Equation (3). 
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                     (3) 

Where, wmax is the inertia weight at the end, while wmin is the initial inertia weight, which is 

usually set at 0.9 and 0.4 respectively. itermax and iter represent the maximum number of iterations 

and the current number of iterations, respectively. 

Usually, the population number of values in the range of 10 to 100, for more complex 

optimization problem, can put the number of population increased to 100 or more, but some 

scholars research thinks, particle swarm optimization algorithm is not sensitive to population 

number is, in fact, too much population number in addition to increasing optimization of time, the 

significance of the optimization results are not big. In this paper, in order to determine the optimal 

number of population for fuel consumption optimization, a pre-experiment was carried out, and it 



Kinetic Mechanical Engineering 

58 
 

was found that under the condition of 2500r/min speed and 120Nm torque, usually 30 iterations can 

already determine the optimization result within a range of a small floating value. In order to reduce 

the test time and improve the efficiency, the number of populations of 40, 50, 60, and 70 were 

respectively used to conduct the comparison test when the maximum number of iterations was set to 

30 and the learning factor and inertia factor were set as specified above. The experimental results 

show that when the population number is 60, the optimization result of fuel consumption is the best. 

3. Optimization Configuration Experiment of Internal Combustion Engine 

This article USES the Australian regional rail transit the parameters of the traditional internal 

combustion engine car, the use of two kinds of schemes for power system optimization 

configuration, one way according to the requirements of vehicle power and the input power 

capacity allocation after the particle swarm optimization, first plan according to the traditional 

method based on line traction calculation of vehicle case full line power as input, Compare and 

analyze two kinds of optimal configuration scheme under different power demand. 

The power demand corresponding to the working condition sequence established based on the 

method with the minimum deviation of the overall characteristic parameters is selected for optimal 

configuration. The comparison scheme selects the power demand according to the traditional 

method: traction calculation is carried out for the four lines in Australia according to the minimum 

time division method. In order to meet the power and energy consumption demand of the 

locomotive running on all the lines, the line with the largest power and energy consumption demand 

is selected as the input for optimal configuration. 

Due to the slope of lines and curves and the driver driving habits of the influence of different 

factors, such as, the requirements in the process of vehicles running in the actual power fluctuation 

is bigger, and in the traction calculation, usually minimum time division method is used to make 

cars running on the road in the online time the shortest, so the vehicle power demand for vehicle 

actual operating power outsourcing attentive, The power and energy demand obtained by simulation 

are different from the actual operation results, and have a great influence on the results of optimal 

configuration. 

4. Analysis of Experimental Results 

4.1. Scheme 1 is Compared with the Original Scheme 

Table 1. Comparison of one-way fuel consumption cost between Scheme 1 and the original 

configuration 

 0 1.5 3 4.5 6 

Original plan 0 1035 2592 4005 5931 

Plan1 0 894 2178 3720 4853 
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Figure 1. Statistical results of fuel consumption of optimized configuration scheme 1 and original 

scheme 

As shown in Table 1 and Figure 1, the fuel cost for one-way operation of the original 

configuration scheme is 5931 Yuan. After optimized configuration by particle swarm optimization 

algorithm, the single trip fuel consumption cost of locomotive operation is 4853 yuan, which is 

1078 yuan lower than that of traditional diesel locomotive operation, and the fuel saving rate 

reaches 18.17%. 

4.2. Scheme 2 is Compared with the Original Scheme 

Table 2. Comparison of one-way fuel consumption cost between optimized configuration scheme 2 

and original configuration 

 0 1.5 3 4.5 6 

Original plan 0 1035 2592 4005 5931 

Plan2 0 987 2346 3679 5103 
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Figure 2. Plan 2 and the original configuration of fuel consumption cost statistics 

As shown in Table 2 and Figure 2, after optimized configuration by particle swarm optimization 

algorithm, the single trip fuel consumption cost of locomotive operation is 5103 yuan, which is 828 

yuan lower than that of traditional diesel locomotive operation, and the fuel saving rate reaches 

13.96%. 

4.3. Compare the Two Schemes 

 

Figure 3. The total cost of running a locomotive one way 

As shown in FIG. 3, the one-way operation fuel cost of scheme 1 is significantly lower than that 

of the original configuration scheme and Scheme 2, while the one-way operation cycle fuel cost of 

scheme 2 is similar to that of the original configuration scheme. 
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5. Conclusion 

Particle swarm optimization (PSO) algorithm has the shortcoming that it is easy to fall into the 

local search optimal solution, so this paper improves the PSO algorithm to achieve the goal of fast 

search speed and high convergence accuracy, and applies the algorithm to the internal combustion 

engine engineering application. Research of this paper implements for engine fuel consumption 

optimization, more smooth and at the same time, the fuel consumption curve of engine efficiency 

greatly improved, but still some deficiencies and problems need to be improved: particle swarm 

optimization algorithm is now one of the evolutionary algorithm, the algorithm of similar algorithm 

and ant colony algorithm, the fish and wolves, etc. In the future research work, these optimization 

algorithms can be tried to optimize the output response and control parameters of the model, and 

study whether these algorithms can further optimize the required output corresponding, so as to 

further improve the engine performance through calibration optimization. 
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