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Abstract: The development of digital medical imaging occupies a large proportion in 

modern medical care. With the continuous development of computer technology, 

intelligent medicine is inseparable from the identification of digital medical image 

information, which is playing an important role in clinical diagnosis and scientific research. 

In order to solve the shortcomings of existing digital medical image recognition research, 

based on the discussion of Gabor digital medical image functional equation and deep 

learning image semantic segmentation, this paper aims at the sample data and parameter 

settings of deep learning digital medical image recognition application. A brief 

introduction was given. And the design and discussion of the digital medical image 

recognition model structure of deep learning BP neural network, and finally the sensitivity 

(SE), specificity (SP), accuracy of the recognition results of the deep learning BP neural 

network digital medical image recognition model designed in this paper. The rate (AR) is 

experimentally compared with the (SVN) and (RNN) models. The experimental data show 

that the sensitivity (SE) and specificity (SP) of the deep learning BP neural network are 

compared with the (SVN) and (RNN) models. , the accuracy rate (AR) is higher, reaching 

an average of 0.91. It is significantly higher than the (SVN) and (RNN) models, so it is 

verified that the model designed in this paper has better classification effect, perception 

ability and discrimination ability in digital medical image recognition. 

1. Introduction 

With the vigorous development of Internet big data and computer technology, the boom of deep 

learning has already swept across all walks of life. In academia and medicine, deep learning 

methods have already played an important role in intelligent technology fields such as image 
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processing and recognition. 

Nowadays, more and more scholars pay attention to the research of various computer 

technologies and system tools in digital medical image recognition, and have achieved certain 

research results through practical research. Valkonen M proposed a multi-level medical image 

fusion to fuse medical image information of different levels into a unified output, which is 

conducive to more efficient and scientific medical image processing such as non-invasive diagnosis 

and image-guided surgery. The main purpose of Valkonen M's research is to model the fusion of 

medical images as a pattern recognition task. Classify the original image by quaternary 

transformation. Subsequently, features are extracted from medical images using different activity 

metrics. These features are then image-fused through image splitting and classifiers. Finally, the 

proposed method is compared with three fusion methods, and the reliability and effectiveness of the 

method in application are verified [1]. The application of Patel S M artificial intelligence in medical 

imaging is of particular value, in cardiology focused on automated image recognition, for which 

Patel S M describes a digital medical imaging system for synthesizing medically enhanced digital 

images. Patel SM introduced the structure, theoretical basis and specific application of the method, 

applied to the situation of intravascular digital images. Convolutional Neural Network Model 

Generation for Recognition of Intravascular Ultrasound Images Using Training Conditions on 

Digital Images of Angiosclerosis. With this simple recognition model, useful information for 

images can be quickly generated. Medical imaging quality can be achieved through this technology 

[2]. Kavya E developed a deep learning-based medical imaging recognition for automated epithelial 

cell image detection. Partially pretrained deep convolutional neural networks were fine-tuned using 

batches of images from 123 patient samples of invasive breast tumors. The effectiveness of deep 

learning-based digital epithelial cell imaging recognition was verified by comparing epithelial cell 

imaging with cytokeratin images and performing visual assessment of medical images. After 

applying deep learning-based epithelial cell imaging recognition, it was concluded that In 

conclusion, deep learning can be used to detect cancer cells in breast cancer imaging stained with 

conventional brightfield IHC [3]. Although the existing research on digital medical image 

recognition is very rich, the research on digital medical image recognition based on deep learning 

BP neural network still has certain limitations. 

Therefore, in order to enrich the existing research on digital medical image recognition, this 

paper firstly introduces the functional equation of Gabor digital medical image and the concept of 

deep learning image semantic segmentation, and then discusses the digital medical image 

recognition model of deep learning BP neural network designed in this paper. The applied 

parameter settings and sample data, and finally the digital medical image recognition model 

architecture of the deep learning BP neural network is designed, and the experimental test is carried 

out through the effect of the designed model on CT lung images. Application effectiveness of deep 

learning BP neural network digital medical image recognition model. 

2. Deep Learning for Digital Medical Image Recognition 

2.1. Deep Learning 

(1) Fully convolutional network 

Image semantic segmentation not only requires the machine to segment the contour of the target 

domain in the image, but also accurately identify the semantic category to which the target region 

belongs [4]. To be precise, semantic segmentation is pixel-level image classification, which requires 

intensive prediction of images [5]. 

1) Deep learning is only applied to semantic segmentation as a classifier, that is, the image 

blocks of fixed size are selected by sliding in turn, and the image blocks are sent to the 
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convolutional neural network classifier to classify the target pixels in the image block [6] ]. 

2) In the fully convolutional network, the pooling layer can integrate the spatial dimension 

information while increasing the receptive field, making the classification of pixels more accurate 

[7]. If the interpolation method is simply used for upsampling, the obtained segmentation result is 

bound to be rough [8]. 

(1) Feature fusion  

After the fully convolutional network is proposed, the main work focuses on how to effectively 

integrate the category information of digital medical images, so as to improve the performance of 

digital medical image segmentation models [9]. There are three main ideas: atrous convolution, 

pyramid pooling, encoding and decoding structure [10]. 

1) Atrous convolution 

Although the pooling operation in the convolutional network can improve the size of the 

receptive field of the predicted pixels of digital medical images, it reduces the resolution of digital 

medical images and loses necessary location information [11]. Dilated convolution or dilated 

convolution is equivalent to adding zero padding to the original convolution kernel. Using dilated 

convolution can increase the size of the receptive field exponentially without changing the 

resolution of digital medical images [12] .  

2) Pyramid Pooling 

The pooling method to form digital medical images of different scales can also help the model to 

obtain multi-scale information. If the digital medical images are stacked, a pyramid-like structure is 

formed, and the pyramid can realize real-time segmentation of high-resolution digital medical 

images by cascading feature fusion units. 

3) Encoding and decoding structure 

The main idea of this structure is to use shallow features to supplement the lost details of 

high-level digital medical image prediction. The encoding-decoding structure often contains a series 

of skip connections and is widely used in the field of digital medical image segmentation [13]. 

2.2. Gabor Digital Medical Imaging 

The Gabor function is a linear filter that can be applied to digital medical image edge extraction, 

and is suitable for digital medical image texture characterization and differentiation [14]. Gabor 

filtering can well characterize the feature information of digital medical images in spatial scale and 

direction [15]. Therefore, digital medical image features enhanced by Gabor filter can improve 

digital medical image texture features [16]. The CT lung image filtered by the Gabor function can 

be expressed as: 
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Where ),( vuK  represents the input CT lung image, 
),( vu ，  represents the classification 

response when the Gabor filter pixel is   and the resolution is  , and the   symbol in formula 

(1) represents the neural network convolution recognition, and the mathematical expression can be 

defined as : 
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In Equation (2), u  and v  represent the pixels of the image, and   represents the image 

wavelength [17].   represents the direction of the filter;   represents the phase shift of the 

activation function of the BP neural network;   represents the aspect ratio of the Gabor function. 
  stands for the standard deviation of the Gabor function. Through Gabor filtering, the same 

pixels in CT lung images will have multiple feature expressions, so as to obtain various image 

texture features [18]. 

3. Research on the Application of Deep Learning in Digital Medical Image Recognition 

3.1. Application Parameter Setting of Deep Learning in Digital Medical Image Recognition 

Model parameters are an important part of neural network in the training of digital medical 

image recognition, which can directly affect the learning speed and final learning effect of neural 

network. When using the backpropagation algorithm to train model weights, how to set the 

parameters often determines the success of the final model training. In the convolutional neural 

network, the main parameters include: loss function, activation function, learning rate, optimizer, 

number of iterations, etc. The specific model parameters are shown in Table 1: 

Table 1. Model parameters 

Parameter item Parameter information Parameter value 

Loss function Binary cross entropy Binary categorical cross entropy 

Weight factor Coefficient initialization Inh.5 

Learning rate Rate initialization 0.02 

Optimization project Optimizer Adam 

Iterate Frequency 2000 

Activation function Activation function Sigmoid 

3.2. Application Sample Data of Deep Learning in Digital Medical Image Recognition 

In the CT lung image data set in this paper, a total of 20 cases of CT lung images were collected, 

a total of 200 CT lung images, and a total of 100 of them met the criteria for clinical diagnosis after 

screening. According to the human visual standard of CT lung image, the specific processing 

method of the original CT image in the MRI data set of this paper is: set the thresholds -2000 and 

+500. Set the pixel value greater than +500 in the image to 1, and set the pixel value less than -2000 

to 0 to obtain a black and white image with a resolution of 512x512. The original CT lung image is 

not suitable for direct processing by the machine, and needs to be pre-processed. deal with. Table 2 

shows the HU value corresponding to each tissue in the human body (the HU value can measure the 

radiation dose). According to the corresponding HU value of the human tissue, the DICOM file can 

be processed to retain and highlight the tissue details suitable for lung cancer identification. 
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Table 2. HU values corresponding to each tissue of the human body 

Part name HU 

Air -2000 

Water 0 

Cerebrospinal fluid 20 

Kidney 35 

Blood +35 to +45 

Muscle +20 to +50 

Liver +45 to +65 

Skeleton +800 and above 

4. Application Research of Deep Learning in Digital Medical Image Recognition 

4.1. Construction of Deep Learning Digital Medical Image Recognition System 

The deep learning BP neural network classification method is a supervised classification method. 

In this paper, the EI digital medical image processing software will be used to perform unsupervised 

identification of digital medical images, thereby generating initial classified images. Then, 

according to this image, the corresponding type of training samples are obtained, and then the deep 

learning BP neural network classifier is used for secondary classification. The specific system 

structure is shown in Figure 1: 

 

Figure 2. Structure diagram of deep learning digital medical image recognition system 

The specific steps of the digital medical image recognition system based on the combination of 

EI digital medical image processing software and deep learning BP neural network are as follows: 

(1) First, with the aid of EI digital medical image processing software, the BP neural network 

model is used to conduct unsupervised analysis of digital medical images. Compare the initial 

digital medical image with the initial classified digital medical image to determine the final 

pre-classified digital medical image number. 

(2) Second, obtain training data and test data on the original digital medical images, and train the 

BP neural network classifier through the input. Perform digital medical image classification training 

on samples of a known class of digital medical images, 

(3) Finally, input the trained BP neural network classifier to obtain the information of digital 

medical image recognition. 

4.2. Application of Deep Learning in Digital Medical CT Lung Image Recognition 

In order to verify the performance effect of the deep learning BP neural network (DL-CNN) 

proposed in this paper in CT lung image recognition, this paper uses the sensitivity (SE), specificity 

(SP), and accuracy (AR) as the CT lung image recognition. The evaluation index of image 
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recognition performance effect. Among them, the higher the accuracy rate (AR), the better the 

classification effect of the model for CT lung images; the higher the sensitivity, the stronger the 

perception ability of the model for CT lung images; the higher the specificity, the better the model 

for lung images. The normal discrimination ability is stronger. In order to reflect the superiority of 

the deep learning BP neural network model in this paper, the above indicators are calculated by 

ten-fold cross-validation, and the CNN and SVN models are used for testing and comparison in the 

CT lung image data collected in this paper. The performance test results are shown in Table 3: 

 

Table 3. Performance test results 

Model DL-CNN CNN SVN 

Sensitivity 0.897 0.714 0.685 

Specificity 0.915 0.686 0.701 

Accuracy 0.927 0.736 0.802 

 

 

Figure 2. Comparison of performance test results 

As can be seen from Figure 2, first of all, the sensitivity score of the deep learning BP neural 

network model is 0.897, respectively, which is better than that of the CNN and SVN models, 

indicating the perception ability of the deep learning BP neural network model proposed in this 

paper in CT lung image recognition. stronger. Secondly, the specificity score of the deep learning 

BP neural network model is also higher than that of CNN and SVN, with the highest score reaching 

0.915, which proves that the deep learning BP neural network model has a stronger ability to 

discriminate normal CT lung images. Finally, the accuracy score of the deep learning BP neural 

network model is also higher than that of CNN and SVN, with the highest score reaching 0.897, 
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indicating that the deep learning BP neural network model has a better effect on CT lung image 

classification. 

5. Conclusion 

This paper specifically expounds the technical basis of deep learning digital medical image 

recognition, including the functional equation of Gabor digital medical image and the description of 

deep learning image semantic segmentation, as well as the parameter settings and samples of deep 

learning BP neural network for digital medical image recognition. At the same time, it focuses on 

the design of the digital medical image recognition process framework of deep learning BP neural 

network. The experimental results of deep learning BP neural network in CT lung image 

recognition were compared with (SVN) and (RNN) models, which proved the superiority of the 

digital medical image recognition model using deep learning BP neural network. 
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