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Abstract: With the development of computer technology, digital image processing, pattern 

recognition and machine vision have become an important research field. Text 

classification is a process of extracting text based on content analysis. In this paper, RGB is 

used as the feature vector for character segmentation, and the string is converted into 

simple Chinese characters (i.e. binary). SVM is used to establish the vector relationship 

matrix between characters to obtain the corresponding pixel value of each word, and then 

combined with the threshold comparison function to generate a single word set, so as to 

realize the recognition of attribute parameters such as the Chinese and English abstract 

representing human information and background in the image, so as to meet the 

requirements of semantic connection between different classified texts. The test results 

show that the recognition accuracy of the intelligent machine learning automatic character 

recognition system based on text classification technology is more than 90%, and it can 

accurately recognize characters. 

1. Introduction 

With the rapid development of modern science and technology, computer technology has been 

widely used in various fields. All kinds of automatic control systems in people's lives are 

inseparable from automatic identification systems. Character is one of the most ancient and earliest 

recorded language forms on human body, which is rich and unique without deformation [1-2]. It has 

the characteristics of large amount of recorded information and convenient storage. It is precisely 

because of the particularity of characters that they have become the most important digital cultural 

symbols in the world. Therefore, it is particularly critical to effectively classify Chinese characters 

[3-4]. 
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In recent years, with the rapid development of computer technology and network information 

technology, it is more and more convenient for people to obtain information on the Internet. At 

present, many domestic artificial intelligence tools based on text classification, SVM language 

processing and so on have been developed and used in the field of character recognition. Machine 

learning is used to preprocess images to extract useful characters or word frequency features as a 

vector space to train data sets, so as to achieve the goal of rapid and effective recognition. At the 

same time, many new methods such as support vector machines have been proposed, Neural 

networks and statistical regression models are used to solve how to obtain characters from databases 

and classify them into a single corpus. Domestic scholars have made a series of research 

achievements on text classification algorithms [5-6]. Some scholars have proposed a method to sort 

Chinese characters based on the combination of part of speech features and statistical learning rules. 

Some scholars pointed out when studying the BP neural network and machine vision technology 

that the new structure can effectively improve the training efficiency and reduce the error rate by 

manually marking different texts to replace the templates needed at present [7-8]. Therefore, based 

on text classification technology, this paper studies the automatic recognition of intelligent machine 

learning characters. 

Text is the most important part of computer language, and text classification technology plays a 

crucial and decisive role in the learning process. Traditional machine recognition methods usually 

use simple template matching method, vertical clustering algorithm for character segmentation, 

image binarization and feature extraction to complete input and output calculation and result 

analysis. In this paper, text classification, machine learning input methods and data extraction 

methods are discussed. Firstly, it introduces the development and trend of text classification at 

home and abroad. Secondly, it gives a simple description of several existing mainstream document 

classifications and analyzes their advantages and disadvantages. Finally, the research on character 

recognition using SVM language mainly uses eigenvalues to replace characters. 

2. Discussion on Automatic Text Recognition Based on Intelligent Machine Learning 

Technology 

2.1. Automatic Character Recognition 

As the most basic language in human communication, characters have extensive and important 

applications in the computer field, so text recognition is indispensable for modern research and 

development. Character recognition is a hot research direction in the computer field, and text 

classification is also called feature extraction, Chinese character writing keywords and letter images. 

In the process of text classification, we need to write characters into the machine for recognition 

first, and then segment and extract characters. To realize a function according to different 

requirements, matching between words to distinguish the size of numbers or string information is 

one of the commonly used methods [9-10]. The structure of characters is very complex and difficult 

to read directly; For the classification target, it is simple, easy to understand and can correctly 

identify some special points or attributes, such as Pinyin and words. In this paper, the techniques of 

character segmentation, template matching and verticalization are mainly used. After analyzing 

each corpus, the image string corresponding to each product name sample is obtained, and the 

image is divided into several units according to its size. Then, the SVM neural network is used to 

train the text classification model corresponding to each character vector. Text recognition is a very 

important research direction in the computer field, also known as character analysis. In this process, 

it is necessary to carry out preprocessing, divide each character into several individual characters, 

and then use Arabic numerals to describe these independent characters, and give them specific 

meanings to complete the task of extracting sub graphic information at the next level of a single 
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Chinese character or text corpus. According to the characteristics of text content with different sizes, 

positions, shapes and sizes, select appropriate categories that have the same attributes and conform 

to the feature distribution law [11-12]. Figure 1 shows the character recognition process. 

Training text set

Pretreatment Classifier

Classification 

results

Pretreatment

Test Text Set

Train

 

Figure 1. Word recognition process 

2.2. Intelligent Machine Learning 

In the learning process, if it is not correctly identified, you cannot continue to the next step. First, 

set the number of sides of each machine codeword to 1 to determine the spacing length between the 

current characters. Next, add the adjacent values to each line (left or right) as the vectors of the 

upper and lower columns with the minimum distance to form a text box. Then, according to the 

weight coefficient K - zero crossing, it means that the space between all characters in the text box 

for the T th time of the line is weighted by 2, and calculate the A * E matrix operation on the 

midpoint of the backward string to obtain the space between j words at each position. At present, 

machine learning algorithms can be roughly divided into two categories. The first category starts 

from classification criteria and uses fuzzy mathematics to describe natural language. The second 

category starts from the perspective of processing process and uses naive similarity theory and other 

methods to study the attributes and weight value intervals of unstructured data sets. In this paper, 

the main application is based on statistical feature word vector as the basis of text classification. 

First, different classification standards are divided into two categories according to the difference 

between the output results in the input library and the actual test samples. One is to consider the 

consistency problems of machine learning algorithm when processing class files from the amount of 

classification information. In the process of classification and recognition, first of all, text files 

should be converted into strings, and then the text information should be converted into machine 

language using serial port translation commands. The corresponding relationship is extracted 

according to the characteristic attributes and quantity characteristics of characters and the 

differences between binary data. The obtained image sequence is analyzed, transformed, and then 

output to the recognition module to train the classifier. The segmented text image is converted to 

meet the requirements and should be regular within the line through matching methods. In the 

learning process, there will be a lot of uncertain information. These uncertainties may cause the 

machine to fail to accurately identify the target object [13-14]. Therefore, how to effectively, 

quickly and reliably use the signal characteristics obtained by various sensors to describe and track 

is one of the prerequisites for robot recognition. 
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Figure 2. Intelligent machine learning text automatic recognition system 

The automatic character recognition system of intelligent machine learning is mainly composed 

of driving units (such as neurons) and input variables (such as output layers). In the learning process, 

it is necessary to constantly convert knowledge into machine language and output new content. 

Acquire the required features from images, patterns, semantics, etc., and then input the 

corresponding results to the database for storage after recognition and processing of the images 

according to the classifier. For text categories, whether it is a word or multiple texts can be read 

directly, and then map the characters into a single word through BP network to represent each 

document block, which not only reduces the file size but also improves the recognition efficiency, 

And reduce the error rate [15-16]. Through the reasoning algorithm introduced previously, 

according to the optimization method of variational distribution, we get the method of using the 

words and links in the training text set and the words in the test file to calculate. Use the 

approximate value q (O, Z) to replace the posterior mentioned above, then the predicted value is 

about equal to: 

    '''' ,,
,, ddddqdddd

zzypEwwyp 
    (1) 

In terms, just predict the words in an unknown document based on the link. Like link prediction, 

p (wa | ya) cannot be calculated. Using the same technology as above and using the variational 

distribution to approximate the posterior, the prediction equation is generated: 

    jdidqdjd zwpEywp ,,, 
    (2) 

With files and links, the model can predict links based on words, predict words based on links, or 

mix the two. 

2.3. Text Classification Technology 

Text classification is an important research hotspot in computer field, which is also called pattern 

recognition. According to the content, it can be divided into three parts: structure, attributes and 

characteristics. In the training text database, the size, type and quantity of text content are analyzed 

and determined according to the needs. Identify the characters corresponding to each template 

according to different situations. At the same time, all text contents in each template are marked 

with corresponding categories. When a specific word or phrase is input, it will be used as a word or 

sentence pattern that has been used or not recognized at that point. The text will be extracted 
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according to certain rules and compressed to form a format block or template that meets the 

requirements of the specification. Then these characters are divided into small paragraph files and 

collected as the location information of the standard words marked before the next document 

writing. Here we often talk about "words" [17-18]. Therefore, in this process, each word needs to be 

given a specific meaning. According to the recognition system, each category has a corresponding 

attribute, so we can classify the text. This paper mainly uses the syntax analysis method to extract 

and classify the features of Chinese numeral text samples, and then uses the average method for 

each string to calculate the corresponding point in the text where the logo is located when the 

percentage difference of the smallest Chinese character set in the statistical interval between all 

characters within the same interval is the largest. The classification is based on the content, shape, 

size Attribute characteristics such as position and length. Divide the text into several categories to 

recognize each document. Then, before preprocessing, classify all the Chinese characters in all the 

written files and then start to recognize and match the segmented characters. This will greatly 

improve the recognition efficiency. 

3. Experimental process of Automatic Text Recognition Based on Intelligent Machine 

Learning Technology 

3.1. Intelligent Machine Learning Character Automatic Recognition System Based on Text 

Classification Technology 
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Figure 3. Intelligent machine learning automatic text recognition system based on text 

classification technology 

The text classification and recognition system (as shown in Figure 3) is a language processing 

technology based on machine learning. The keywords are extracted from machine learning texts, 

and the feature points are used for statistics and prediction. The optimal sample set is calculated 
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according to a certain probability and then output to the decision tree to generate a neural network 

to further process, analyze and mine the input data. The whole recognition process includes the 

estimation of the target word vector, character segmentation and other parts. First, each line should 

be recognized as the final string classifier, and then the best matching value should be found with 

appropriate methods. The text classification process mainly includes feature selection, 

preprocessing and statistics, and evaluation. When identifying different categories, the number of 

samples to be selected is fixed and has a certain change rule. In practical applications, we divide 

images into multiple subcategories according to the characteristics and requirements of text content, 

so as to better classify characters. At the same time, we decide which classification method to use to 

analyze and judge text according to the phenomenon that the semantics of different types of text are 

quite different and different. 

3.2. Recognition Accuracy Test of Intelligent Machine Learning Automatic Character 

Recognition System Based on Text Classification Technology 

The testing process is mainly to measure the recognition accuracy of the text classification 

algorithm. First, classify the characters to be recognized, and then randomly select several 

representative characters from the most similar and most important set of each character, and use 

them when multiple character libraries are possible. There are still some problems in practical 

application. For example, when the training sample size is large. This method can only deal with 

simple template matching or two classifier algorithm combination optimization to test the 

recognition accuracy. 

4. Experimental Analysis of Automatic Text Recognition Based on Intelligent Machine 

Learning Technology 

4.1. Test and Analysis of Recognition Accuracy of Intelligent Machine Learning Automatic 

Character Recognition System Based on Text Classification Technology 

Table 1 shows the test data of recognition accuracy of automatic character recognition system. 

Table 1. Identification accuracy test 

Test times 
Test the number of 

text 

Text automatic 

recognition accuracy 

rate(%) 

Text automatic 

recognition error 

rate(%) 

1 356 99 1 

2 632 94 6 

3 456 97 3 

4 534 90 10 

5 445 94 6 



Machine Learning Theory and Practice 

 
 

24 
 

 

Figure 4. Test of intelligent machine learning automatic text recognition system based on text 

classification technology 

The recognition accuracy is to evaluate the function and performance of the computer system, 

and the text classifier can be directly used in the task of machine learning text automatic recognition. 

This paper uses character segmentation technology, feature selection and other algorithms to extract 

effective information. Through experiments, we found that the higher the matching degree of a 

template, the more accurate the results will be, and vice versa. We need to improve and perfect the 

two aspects of word processing and classification to achieve efficient recognition tasks. It can be 

seen from Figure 4 that the recognition accuracy of the intelligent machine learning automatic 

character recognition system based on text classification technology is more than 90%, which can 

accurately recognize characters. 

5. Conclusion 

With the continuous development of computer technology, people have a deeper understanding 

of intelligent machine learning character recognition. At present, it has been widely used in the field 

of image processing. This paper first introduces the research status of text classification, commonly 

used template character segmentation methods and the theoretical basis of feature extraction. 

Secondly, it describes the basic principle and training process of automatic character recognition 

based on word vector. Then it proposes a new algorithm to achieve the preprocessing of Chinese 

characters and binary improvement, and uses SVM support to transform it into the recognition 

results of machine language. 
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