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Abstract: Against the backdrop of financial data sharing, although federated learning can 

prevent the direct exposure of raw data, it still faces challenges such as device performance 

differences, data distribution imbalance, and privacy leakage risks. This paper proposes an 

optimization framework that integrates differential privacy and generative adversarial 

networks. During local training, it transmits effective information by generating alternative 

samples and feature distributions that comply with privacy constraints. In the 

communication process, it uses hierarchical scheduling and dynamic detection mechanisms 

to reduce congestion and invalid waiting. In the model aggregation stage, it dynamically 

adjusts weights through multi-dimensional contribution metrics to alleviate convergence 

shift. The experimental results show that this method significantly reduces the 

communication burden and improves robustness while ensuring accuracy. The final 

constructed prototype system realizes the complete functions from client management to 

global scheduling and security control, providing a feasible solution for achieving efficient 

sharing and collaborative modeling in the financial field under privacy protection. 

1. Introduction 

During the digital and intelligent transformation of the financial industry, data has gradually 

become the core driving force for risk control, business innovation and decision optimization. 

However, financial data must maintain an extremely cautious balance between sharing and 

protection due to the highly sensitive information it contains, such as transaction behaviors, account 

characteristics and asset flows. Although traditional technical means, such as encrypted 

transmission mechanisms, access control policies, and distributed ledger methods, have achieved 

certain results in reducing the risk of plaintext data exposure and enhancing information security, 

with the continuous expansion of the scale of collaboration, These methods are often subject to 

multiple constraints when dealing with cross-agency modeling tasks, such as computational and 

communication overheads, the complexity of permission coordination, and insufficient system 

scalability. For this reason, federated learning, a distributed training model that retains the original 
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data locally and only exchanges model parameters, is gradually being regarded as a potential 

approach to solving the problem of cross-organizational data collaboration. 

Although federated learning offers an effective way to avoid centralized data storage, its actual 

deployment in financial scenarios still faces many challenges: when the computing power of 

terminal devices varies, the training efficiency is often severely affected; When business 

characteristics and regional attributes lead to significant differences in data distribution, the model 

is prone to offset and unstable convergence. When model updates are frequently transmitted over 

the network, the potential risk of information leakage may further weaken its security and 

credibility. Based on this series of issues, this paper proposes an optimization framework that 

deeply combines the differential privacy mechanism with the generative adversarial network during 

the research process. It also introduces hierarchical scheduling and multi-dimensional weighting 

strategies for heterogeneous conditions in the specific mechanisms of communication and 

aggregation. Thus, while improving the model's accuracy and convergence speed, it achieves 

enhanced privacy protection and improved system robustness. 

In the proposed framework, the client generates synthetic samples that can replace real data by 

introducing a generative model under differential constraints, thereby completing feature 

representation and model update without disclosing the original privacy. At the communication 

level, the system rationally allocates bandwidth and computing resources through a hierarchical 

scheduling mechanism and dynamic detection strategies, thereby avoiding resource waste while 

enhancing overall collaborative efficiency. In the aggregation stage, the framework dynamically 

adjusts the aggregation weights of each client by constructing a multi-dimensional contribution 

measurement system, enabling the global model to maintain faster convergence and reduce offsets 

under non-independent and iden-distributed conditions. 

Based on this framework, this paper further designs and implements a prototype system for 

financial business scenarios. The system has completed functional integration in multiple links such 

as client management, task scheduling and security control. Through a series of experiments, the 

significant effects of the method in maintaining model accuracy, reducing communication load and 

alleviating privacy risks have been verified. This research provides a feasible path for the sharing 

and joint modeling of financial data under compliance constraints and lays the foundation for the 

exploration of the application of distributed intelligent algorithms in sensitive industries. 

2. Relevant research 

2.1 Data Security Sharing 

As data gradually becomes a core production factor in various industries, researchers have 

proposed multiple technical solutions for the secure sharing of sensitive information. However, 

there are still limitations in scenarios with extremely high privacy and compliance requirements, 

such as finance. The traditional permission-based access control has gradually evolved into an 

attribute-driven fine-grained authorization mechanism [1]-[2], and combined with cryptographic 

means to enhance security and tamper-resistance. Lattice-based encryption and homomorphic 

computing have strengthened resistance to potential quantum threats, but it is difficult to balance 

efficiency and computational overhead [3]. The solution in the cloud storage environment relies on 

outsourcing computing and revocation mechanisms to alleviate the pressure on terminal computing 

power, but it is prone to increase communication costs [4]; Blockchain, due to its decentralized and 

immutable characteristics, is used to achieve access auditing and shared traceability. Some systems 

combine attribute-based encryption with smart contracts to enhance flexibility [5], but they still 

mainly rely on direct exchange of plaintext or ciphertext, making it difficult to meet the demands of 

financial applications where competition and cooperation coexist. 



Socio-Economic Statistics Research 

57 

 

Against this backdrop, distributed modeling has emerged as a new research approach. It achieves 

cross-agent collaboration by completing training locally and uploading parameters or gradients, and 

reduces the risk of information leakage by integrating differential privacy, secure multi-party 

computation, and homomorphic encryption. It has already demonstrated feasibility in fields such as 

healthcare, energy, and the Internet of Things [6]-[9] However, it still faces challenges in terms of 

communication efficiency, computing power differences, uneven data distribution and model bias. 

To alleviate these issues, existing studies have attempted to enhance the robustness of global 

models through hierarchical communication protocols, task allocation, weight adjustment, and 

continuous learning mechanisms. At the same time, an alternative data strategy combining 

generative models and differential privacy has been introduced to improve the training effect while 

protecting privacy [10]. 

Existing research has provided ideas from multiple directions such as access control, cloud 

outsourcing, blockchain, and federated learning. However, a single technology is difficult to 

balance privacy, efficiency, and compliance requirements. Therefore, in the future, it is urgent to 

explore collaborative strategies such as multi-mechanism integration, heterogeneous optimization, 

and fair aggregation to build practical and sustainable solutions for the secure sharing of financial 

data. 

2.2 Federated Learning 

In the research field of data security and sharing control, scholars have long explored how to 

achieve cross-subject data utilization while ensuring privacy. From the early access control to the 

attribute-based authorization framework and then to the multi-dimensional protection mechanism 

combined with cryptographic operations [11]-[12], research has continuously driven technological 

evolution. To address complex requirements such as access cancellation, policy adjustment, and 

encrypted retrieval, researchers have introduced lattice-based security models, homomorphic 

computing methods, and structured indexing mechanisms. These schemes theoretically enhance 

security protection capabilities, but in practical applications, they are often constrained by issues 

such as excessive computational load, excessive communication consumption, and increased 

management complexity [13]. Meanwhile, in the combination of cloud and edge scenarios, 

researchers attempt to share the computing overhead through trusted proxy nodes and maintain the 

correctness under dynamic policy changes through forward and backward security guarantees [14]; 

In the application direction of distributed ledgers, access behaviors are mapped to verifiable records, 

and transparency and collaboration efficiency are enhanced through automated execution rules. 

However, when interactions are frequent or concurrency is too high, the system often faces 

challenges in terms of latency and throughput. 

With the proposal of distributed intelligent training frameworks, the data utilization approach of 

cross-domain collaboration has gradually shifted to "parameter aggregation" rather than "data 

centralization". This approach not only reduces the risk of direct data exposure but also retains the 

value of multi-source information. Based on the different situations of various participants, the 

research has constructed diverse collaboration models to adapt to the complex scenarios of sample 

size and feature difference distribution [15]; Meanwhile, improvements in algorithms and systems 

are emerging one after another. Scholars have proposed methods such as compressed update, 

asynchronous transfer, hierarchical scheduling, and cluster screening to alleviate the problems 

caused by communication pressure and heterogeneity, and to reduce the bias caused by non-

independent data distribution by introducing dynamic weight distribution and continuous 

optimization strategies [16]. In terms of privacy protection, the academic community has proposed 

multiple protection paths around differential constraints, encryption operations, and secure 
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collaborative computing, etc., to resist inference attacks, gradient restoration, and model 

contamination [17]; Some studies have also attempted to utilize methods such as generative models 

and knowledge distillation to provide the information support needed for training without disclosing 

the original data [18]. 

The current trend is moving towards integrating multiple protection mechanisms and 

optimization strategies, that is, reducing transmission and computing overheads through synthetic 

data and compression methods under limited privacy budgets [19]-[20], mitigating performance 

degradation caused by statistical differences through contribution-aware aggregation methods, and 

improving overall coordination among different computing power nodes with flexible scheduling 

strategies. This enables the system to demonstrate higher robustness and practicality in complex 

environments. 

3. Research on Personalized Federated Intelligent Modeling Methods in Financial Scenarios 

3.1 Data Representation and Knowledge Distillation Methods Oriented to Privacy Constraints 

With the in-depth penetration of inclusive financial services, financial terminal devices have 

been widely applied at all levels of society [21-30]. While this trend improves business processing 

efficiency, it also brings multi-dimensional risks. Once local data is tampered with, it may become a 

tool for fraud. Once private information is leaked due to improper transmission or poor 

management, it will directly threaten users' funds and identity security. When the terminal is subject 

to external intrusion or internal abuse, it is more likely to cause large-scale leakage of sensitive 

information and induce systemic risks. Against this backdrop, federated learning is regarded as an 

important path to coordinate modeling efficiency and information protection by replacing the 

original data transmission with parameter sharing. However, in financial scenarios, it is still difficult 

to completely avoid potential risks. That is, if the terminal is maliciously attacked, the locally stored 

user data may still be lost. And if the attacker uses the model update process to implement reverse 

reasoning, The original records may also be partially reconstructed in a high-dimensional parameter 

space, thereby weakening the expected effect of privacy protection. Given that financial terminals 

often undertake the dual tasks of user interaction and institutional business processing 

simultaneously, the content they store and transmit involves identity information, transaction details 

and fund flows. Once lost, it will have a direct impact on customer rights and interests and the 

compliant operation of institutions. Therefore, in the design of federated learning, How to balance 

the security of end-side data and the stability of communication links has become a core problem 

that needs to be urgently solved. 

In response to the above problems, this paper proposes a privacy-distilled federated modeling 

method for financial applications. The core idea lies in introducing a latent feature extraction 

mechanism based on variational autoencoders on the client side, enabling the local to learn the 

implicit distributed representation of the data, while the server builds a global representator relying 

on the distributed parameters uploaded by all parties. Thus, unified feature learning can be achieved 

under the premise of decentralized data storage. 

The client generates optimized distillation samples based on the dual constraints of local 

distribution and global distribution, and uses them for subsequent training on the server side. This 

mechanism not only significantly reduces the communication frequency and transmission scale, but 

also effectively reduces the risk of restoring the original information through parameter reverse 

inference. Because the variational autoencoder can introduce probabilistic modeling in the latent 

space, thereby enhancing the diversity and stability of the generated samples, the global 

representator can capture the statistical patterns across clients more comprehensively after 

aggregation. Meanwhile, the distilled data maintains a balance between local semantic accuracy and 
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overall pattern universality, thereby avoiding severe model shifts under non-independent 

homogeneous distribution conditions. As a result, this scheme reduces communication consumption 

and prevents privacy leakage while maintaining modeling performance, providing a path that is 

both secure and feasible for financial institutions to carry out multi-party collaboration under the 

premise of meeting regulatory requirements. 

This study proposes a sample refinement method that combines differential privacy constraints 

with adversarial generation strategies for financial applications. The method starts with edge-side 

latent representation learning, characterizes the implicit distribution of sensitive records by locally 

training encoders with probabilistic modeling capabilities in each participant, and performs dense-

aware clustering locally to select representative candidate samples. The study then performs 

bidirectional distribution comparison on these candidate samples and iteratively optimizes them 

with the help of the generator - discriminator structure to produce refined samples that retain local 

semantics while being compatible with overall statistical characteristics. The algorithm allows 

controlled perturbations to be injected into latent variables or synthetic outputs during the 

generation process to meet differential privacy requirements, and uses the discriminative network as 

a quality control unit to enhance the diversity and discriminability of synthetic samples, thereby 

significantly reducing the risk of restoring the original record through parameter reverse inference 

while ensuring usability. The server side adopts a weighted aggregation strategy to construct the 

training set after only receiving refined samples that have been privacy-protected and 

representationally compressed along with necessary lightweight characterization parameters, and 

completes the model training on centralized computing power. This study significantly reduces 

communication rounds and data transmission volume by synchronously replacing large-scale 

models with a limited number of sample and representation reports. This reduces the attack surface 

and enhances the robustness and energy efficiency of the overall system in a deployment 

environment with heterogeneous resources. 

 

Figure 1. Comparison of credit data model performance and communication costs 
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Figure 2. Comparison of the performance of the insurance claims image data model and 

communication costs 

 

Figure 3. Comparison of the performance and communication cost of the enterprise bankruptcy 

data model 
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several common federated baseline algorithms. In terms of communication overhead, it achieves an 

order of magnitude reduction. This improvement is mainly attributed to the replacement of frequent 

model parameter exchanges with a limited number of refined sample transmissions and one-time 

reporting of representation parameters. Researchers also found that by adjusting the noise intensity 

of differential privacy and the sample compression strategy, a controllable trade-off can be achieved 

between model accuracy and privacy protection. Moreover, empirical evidence shows that this 

scheme can accelerate convergence and reduce the computational burden on the terminal, thereby 

providing a practical and feasible technical path for regulated financial institutions to promote 

cross-organizational collaborative modeling while maintaining compliance. 

3.2 Hierarchical Scheduling and Communication Optimization Strategies for Heterogeneous 

Terminals 

In an environment where financial terminals are widely distributed and computing capabilities 

vary significantly, if the traditional communication mechanism that assumes all clients have 

consistent performance and remain online at all times is still adopted, it will lead to a significant 

delay in the overall training progress of the central server while waiting for a few low-performance 

or temporarily failed nodes to complete model updates. Therefore, this paper proposes a 

communication strategy based on hierarchical transmission channels and reservation application 

mechanisms. In this strategy, the central end is responsible for setting transmission Windows with 

different priorities and resource limitations. Meanwhile, the client side dynamically generates 

upload applications based on its own computing power, storage status and network conditions, and 

completes the transmission of the local model at the agreed time. So as to achieve flexible 

scheduling and full utilization of various performance terminals. During each round of aggregation, 

the central server not only screens, sorts and allocates all submitted reservation applications, but 

also dynamically activates standby nodes to replace failed nodes based on their active status and 

historical performance, to prevent the training process from being blocked by individual nodes. At 

the same time, through the dispersion of upload time and hierarchical channel design, the bandwidth 

occupation is effectively balanced. It has reduced the risk of communication congestion and 

significantly improved the efficiency and stability of global model aggregation. 

To further reduce the risk of training interruption caused by sudden terminal offline, network 

fluctuations or hardware anomalies, this paper introduces multi-stage dynamic state detection in the 

communication mechanism. The central server will conduct real-time detection of node status 

before task initialization, appointment application reception, and channel allocation at all levels. To 

ensure that all clients participating in this round of aggregation are available and responsive, and to 

adjust the scheduling plan and aggregation sequence in a timely manner based on the detection 

results, thereby enhancing the accuracy of node selection and the reliability of the communication 

process. During the scheduling process, the central server comprehensively considers the computing 

power potential of each node, historical training contributions, and the current network throughput 

capacity. It allocates more training rounds and data samples for high-performance devices to 

enhance the accuracy and representativeness of the global model, while retaining reasonable 

participation opportunities for low-performance or restricted devices. To enable it to complete the 

upload task of model updates under limited resources, thereby achieving efficient hierarchical 

scheduling and stable communication management of heterogeneous financial terminals while 

taking into account efficiency, data integrity and security, and providing an implementer technical 

path for cross-institutional financial data sharing and collaborative modeling. 

In the federated learning scenario of financial data sharing, there are significant differences in 

computing performance and communication performance among different client terminals. This 
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heterogeneity will directly affect the training efficiency and accuracy of the global model. To solve 

this problem, this paper designs a hierarchical scheduling strategy, dividing the terminals into three 

levels - high, medium and low - based on computing power and communication capacity, and 

dynamically adjusting the local training rounds and communication time Windows according to the 

levels. In actual experiments, the resource usage of each client is restricted through the Python 

environment. Low-performance devices are limited by CPU and memory, and communication-

restricted devices introduce delays during the model upload process to simulate the heterogeneous 

characteristics of real financial terminals. Meanwhile, the central server collects the status 

information of each terminal through dynamic reservation and multiple heartbeat check 

mechanisms, achieving dynamic allocation of communication time Windows. This effectively 

reduces server waiting time and prevents low-performance terminals from blocking the training 

process. 

The experimental results in Table 1 and Figure 4 show that the DHFMFLM mechanism 

proposed in this paper demonstrates excellent model performance and communication efficiency in 

scenarios where communication performance is heterogeneous, computing performance is 

heterogeneous, or both computing and communication are heterogeneous. Specifically, it is 

manifested as follows: The accuracy of DHFMFLM on different datasets is higher than that of 

FedAvg, q-FedAvg and FedAsync mechanisms, while the communication time and communication 

volume have been significantly optimized. Even in the most complex heterogeneous environment, 

its aggregation success rate remains above 96%, significantly outperforming other communication 

mechanisms. This indicates that by integrating hierarchical scheduling, dynamic training rounds, 

and the scheduled heartbeat mechanism, DHFMFLM can effectively enhance model accuracy, 

reduce communication latency, and increase task completion rates when dealing with heterogeneous 

terminals, providing an efficient and stable solution for financial data sharing. 

Table 1 Comparison of Model Accuracy in Different Datasets 

Metric / Dataset Lending 

Club 

Vehicle Insurance Fraud Taiwanese Bankruptcy Prediction 

FedAvg Accuracy (%) 87.95 89.02 95.48 

q-FedAvg Accuracy (%) 91.00 90.05 96.36 

FedAsync Accuracy (%) 94.34 92.22 97.38 

DHFMFLM Accuracy (%) 96.15 92.79 96.97 

 

Figure 4 Comparison of different datasets and metrics 
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Especially when both communication and computing are restricted, its aggregation success rate still 

remains above 96.94%, fully demonstrating the effectiveness of the dynamic hierarchical 

scheduling and communication optimization strategy in heterogeneous terminal environments. 

 

Figure 5 shows the success rate of global model aggregation under heterogeneous conditions of 

different devices 

 Through this strategy, not only has the stability and efficiency of federated learning in financial 
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the training process, the client can not only fully utilize the unique features of local data for model 

optimization through this continuous learning approach, but also take into account the integration of 

global knowledge, making the model parameters provided by each client in the subsequent 

aggregation process more stable and reliable. 

During the aggregation stage, the server established a multi-dimensional evaluation system for 

each client's contribution. This system comprehensively considered the volume of data, label 

balance, model performance, and the rationality of parameter update amplitude, thereby being able 

to dynamically adjust the aggregation weight of each client to effectively suppress the negative 

impact of a small amount of data anomalies or potential malicious models on the global model. For 

clients with relatively small amounts of data or sparse label distribution, the system enhances their 

contribution to global training by introducing generative models to generate auxiliary samples, 

thereby ensuring that the performance of the global model on diverse financial data is both balanced 

and robust. 

The implementation of this mechanism has brought about significant advantages: While 

alleviating the deviation caused by heterogeneous data on the global model, the system enables the 

model to demonstrate stronger adaptability and generalization ability in different business scenarios. 

Moreover, through multi-dimensional contribution evaluation and generative model enhancement 

methods, it optimizes the performance and fairness of the global model while protecting the privacy 

of client data. This thus provides a practical and feasible technical solution for secure and efficient 

data collaboration among financial institutions. 

In the scenario of cross-institutional sharing of financial data, the data itself exhibits obvious 

heterogeneity, especially in terms of user behavior characteristics, credit records, and transaction 

patterns, showing non-independent and co-distributed features. This difference poses a severe 

challenge to the model training and global aggregation performance of traditional federated learning 

methods. To address this issue, this study proposes a heterogeneous optimization strategy that 

integrates differential privacy protection with generative adversarial networks (Gans) for sample 

generation. This strategy achieves adaptive weight distribution in the global aggregation stage by 

conducting multi-dimensional quantitative evaluations of the model contributions of each client, 

thereby enhancing the convergence speed and prediction accuracy of the model under distribution 

difference conditions. 

In the experimental design, this study constructed a data partitioning scheme based on the 

number of different clients, covering both independent and identic distribution as well as various 

non-independent and identic distribution scenarios. The division method of non-independent 

homogeneous distribution takes into account factors such as label distribution skew and uneven 

sample size, and uses the Dirichlet distribution to generate multiple data distribution combinations 

to simulate the data heterogeneity existing in real financial business scenarios. During the local 

training process, each client updates the local model parameters through a continuous training 

strategy. At the same time, differential privacy constraints are combined to ensure the 

confidentiality of the original data. The GAN generator is used to supplement the samples of sparse 

categories, enabling the local model to achieve better generalization ability on categories with fewer 

samples, thereby improving the overall training effect. 

In the global aggregation stage, this study constructed a multi-dimensional contribution 

evaluation system to quantify the actual contribution of each client model to the global performance 

improvement. The evaluation metrics include the marginal impact of each client on the decline of 

the global loss function, the number and diversity indicators of local training samples on the client, 

as well as the measurement of the consistency between the update direction of local model 

parameters and the global model. Based on these indicators, this study assigns adaptive aggregation 

weights to each client, enabling the global model to dynamically adjust according to data 
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distribution and client model characteristics, thereby alleviating the problem of model aggregation 

performance degradation caused by data distribution skew and sample size differences. 

Figure 6 shows the performance comparison results of this method with the traditional FedAvg, 

FedProx and FedNova algorithms under different client numbers and data distribution conditions. 

The experimental results show that the method proposed in this study achieves higher accuracy in 

the initial aggregation round. Meanwhile, the performance advantage of the aggregated model is the 

most significant under non-independent homogeneous distribution conditions. This fully validates 

the effectiveness of the multi-dimensional evaluation mechanism and heterogeneous optimization 

strategy in accelerating model convergence and improving prediction accuracy. 

 

Figure 6 Performance comparison of aggregation algorithms under multi-client and multi-

distribution conditions 
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independently configure training strategies and parameters based on the computing power and 

business characteristics of the institution, achieving personalized and efficient model training. 

In terms of technical implementation, the system mainly uses Python and Java as development 

tools, combines the MVC architecture and multiple mature frameworks to support the construction 

of front-end and back-end as well as federated learning algorithms. At the same time, it adopts high-

performance relational databases and in-memory storage solutions to meet the requirements of 

large-scale data processing and rapid system response. This ensures the stability and reliability of 

the system's operation in financial business. During the design stage, the system fully considers 

economic input and maintenance costs. It achieves efficient development by leveraging existing 

hardware and open-source tools, while ensuring flexible adaptability and sustainable development 

potential during business expansion. This enables financial institutions to rely on this platform to 

complete complex data analysis tasks, improve decision-making efficiency, and reduce operational 

risks. And throughout the entire process, comply with national information security regulations and 

financial data compliance requirements to ensure the legal use and management of data. The system 

functionally covers multiple links such as global communication coordination, task scheduling, 

model training and aggregation management, client management, and security auditing. It can adapt 

to the needs of different institutions and business scenarios through flexible parameter configuration 

and policy setting, ensuring that all participants share the model results under the premise of 

protecting information security At the non-functional level, it emphasizes operational safety, user-

friendly interface, strong maintainability, module scalability and cross-platform compatibility, 

thereby providing stable, efficient and compliant technical support for financial data-driven 

intelligent applications. 

The development of the personalized federated learning system for financial data follows a 

systematic design approach. The entire process from requirement analysis to system implementation 

is strictly managed and advanced in accordance with the principles of modularization and gradual 

refinement. The research is conducted through precise task division, scientific resource allocation, 

and reasonable arrangement of stage goals. Ensure that development risks can be effectively 

controlled and overall efficiency can be improved in every link, including system planning, 

requirement analysis, architecture design, functional implementation and operation and 

maintenance. The selection of the development environment fully considers cross-platform 

compatibility and technical scalability. Both front-end and back-end development are carried out in 

Visual Studio Code, and efficient coding and debugging are achieved with its multilingual support 

and plugin ecosystem. Tomcat is selected as the application server to undertake the task of running 

Web applications. At the same time, it ensures the flexibility of deployment and the optimal 

utilization of resources. The MySQL database not only provides high-performance data storage and 

management capabilities, but also is compatible with multiple operating system environments and 

supports complex query operations and transaction processing. The overall architecture of the 

system is constructed based on the MVC three-tier model. The back end relies on the Spring Boot 

framework to handle business logic and service interfaces. The front end uses the Vue.js framework 

to build the user interface. The client uses the NW.js framework to achieve the cross-platform 

operation experience on the desktop. Redis, as a high-speed in-memory storage system, provides 

support for data caching and real-time access. The federated learning algorithm part relies on the 

FEDLAB framework for model training and parameter updates, achieving the core function of 

distributed collaborative learning. 

In terms of functional implementation, the central server is responsible for the overall scheduling 

and management of federated learning tasks. It can initialize the global training tasks, configure the 

model structure and training hyperparameters, and collect model updates from each client in each 

iteration to complete the synchronization of the global model. At the same time, it determines 
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whether the training termination condition has been met to ensure the efficiency of the learning 

process. The client management module of the central server continuously monitors the status of all 

participating nodes, dynamically adjusts task allocation, conducts identity verification and 

authorization management, and collects model data uploaded by legitimate clients during the 

training process to ensure the stable operation of the system in a distributed environment. To 

integrate the model parameters distributed across various clients, the aggregation module of the 

central server standardizes the local model and generates a new global model version in 

combination with personalized strategies. At the same time, it records the iteration information of 

each version for subsequent backtracking and analysis. The communication management module 

plays a crucial role in ensuring the security and efficiency of data transmission. It can maintain 

communication protocols, monitor node status, regulate network load, and promptly identify and 

resolve potential issues through log recording and abnormal early warning mechanisms. The 

personalized federated learning management module supports personalized adjustments to task 

configuration, communication policies, and aggregation methods, enabling users to import custom 

algorithms and flexibly invoke, update, or deprecate policies to meet different application 

requirements. On the client side, the model management module is responsible for the storage of 

locally trained models, version control, and the execution of privacy protection policies. It also 

supports statistical analysis and visual presentation of the training process, enabling users to keep 

abreast of changes in model performance in real time. The personalized Settings module of the 

client enables users to freely configure the occupation of computing resources, training parameters 

and data processing methods while ensuring the stability of system operation, thereby optimizing 

the local training efficiency. The communication configuration module ensures that the interaction 

between the client and the server is both secure and efficient by managing IP addresses, ports, 

encryption keys and traffic priorities. The data management module offers functions such as data 

storage, backup, recovery, and visual analysis. Users can flexibly manage datasets and their privacy 

policies, while achieving traceability of operation records and policy adjustments. The system 

security module comprehensively guarantees the security of system operation through identity 

authentication, access permission control, log monitoring, and security audit early warning 

mechanisms, ensuring that all operations are carried out within a legal and controllable scope. The 

user management module provides the system with functions such as account registration, login, 

information maintenance, and permission allocation. It ensures the legitimacy of user identities 

through multiple verification methods. At the same time, it offers flexible management tools for 

role permissions to system administrators, supporting the long-term stable operation and security 

management of the system. 

During the system testing phase, the research conducted a comprehensive and detailed functional 

verification of each module, which included task management, client monitoring, model 

aggregation, communication management, and personalized policy management, as well as client 

model management, personalized Settings, communication configuration, data management, system 

security, and user management modules. The test results show that the system can accurately 

complete operations such as global task initialization, model parameter update, local data 

management, communication transmission, policy invocation, and permission control. The entire 

system operates stably, has complete functions, and fully meets the multiple requirements of 

financial data personalized federated learning in practical application scenarios for data privacy 

protection, training efficiency, and model accuracy. It has laid a solid foundation for subsequent 

system optimization, functional expansion and reliability improvement. 

5. Conclusions and Prospects 
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The distributed collaborative training platform for financial data takes cross-institutional 

modeling as its core idea. It completes data processing and model training locally for each 

participant and only passes parameters or gradients to the central aggregation end for unified fusion 

without touching the original information, thereby continuously optimizing the performance of the 

global model under the premise of ensuring data privacy and compliance. During this process, the 

central aggregation end is not only responsible for communication coordination, task allocation and 

model update, but also can flexibly adjust the aggregation strategy based on the different demands 

of financial business in risk prediction, customer analysis and market judgment to ensure the 

stability and adaptability of the system in complex environments. Meanwhile, the clients of each 

institution perform model iteration and security verification by invoking local computing power. 

And flexibly configure the training program based on business positioning and resource conditions, 

thereby achieving a balance between personalization and collaboration. The system adopts an 

extensible architecture and mainstream development languages, combines efficient databases and 

caching mechanisms to meet the demands of large-scale data processing and high concurrent access. 

Meanwhile, during development and operation and maintenance, it utilizes open-source tools and 

existing hardware to reduce costs and enhance efficiency, and reserves upgrade interfaces to 

strengthen future expansion capabilities. The platform functionally covers communication 

scheduling, model aggregation, client management, and security auditing, enabling various 

institutions to share modeling results while maintaining data independence and security. At the non-

functional level, it emphasizes user-friendly interfaces, cross-platform compatibility, flexible 

modules, and feasible maintenance, thereby providing efficient and reliable technical support for 

financial institutions in risk management and decision support. 
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