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Abstract: Compared with other classifiers, neural network (NN) classifiers are faster and 

have more advantages. However, the NN classifier is unique, because the number of 

features often changes when selecting features and the classifier is classified by the number 

of hidden layer nodes, and a NN with a fixed number of hidden layer nodes is used to 

evaluate different types of feature subsets obviously inappropriate. Therefore, the NN 

classifier is optimized, and the ant colony optimization (ACO) algorithm is introduced to 

obtain a diverse solution, which will be faster than the NN classifier to avoid it falling into 

the problem of local solutions. As a classic feedforward NN, BP neural network (BPNN) is 

currently the most widely used NN for classification problems. Therefore, this paper 

constructs a BPNN classifier. By comparing the traditional BPNN classifier and the 

improved ACO-BPNN classifier on malicious web page detection and classification effects 

of different sizes of data sets, the results show that, compared with the traditional BPNN 

classification model, ACO-BPNN The classification accuracy of the BPNN classification 

model is higher and the classification effect is better. 

1. Introduction 

With the increasing development of information technology, people have more and more 

extensive application requirements for artificial intelligence in life. For these requirements, BPNN 

has attracted great attention as a tool to realize artificial intelligence. It can establish a simplified 

model and use it to simulate the decision-making process of biological NN analysis [1]. Among 

them, the classification problem, as the basic means in the human learning process, is the most basic 

way of processing information in people's daily life, and it provides a judgment basis for various 

decisions. 

Using NNs to solve classification problems has always been the research topic of many 
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researchers, and the research on NN classifiers has also achieved good results. For example, some 

researches realize the adjustment of the network structure by adding an interference pattern layer to 

the BPNN. In the learning of network parameters, the original input samples are mapped through 

the interference pattern layer, and then the BP algorithm is used to realize the next level of BP. 

Weight adjustment for the network part. In this way, the parameter selection dependence of the 

original BPNN is reduced, and the classification performance is improved. However, the kernel 

type selected by the hidden nodes of the interference pattern layer and the consistency of the kernel 

parameters cannot guarantee the validity of the kernel mapping, and the final classification 

performance will also be affected [2-3]. Some studies have pointed out that the RLC NN model can 

cluster clusters of any shape without knowing the number of clusters in advance. This is because the 

model has high efficiency, fast learning speed, and strong induction ability. The number of training 

times required for sample data can be very small, so the RLC NN model can complete unsupervised 

learning efficiently and quickly, and can classify high-risk data. However, due to the lack of prior 

knowledge, the optimal kernel parameters cannot generally be found, and the kernel space classifier 

cannot be completely guaranteed to be linearly separable, resulting in the limitations of the linear 

classification algorithm for optimizing the output of the RBF network [4-5]. On the whole, the 

classifiers established by the NN have their own advantages and disadvantages, and it is necessary 

to further improve the performance of the classifier to improve the classification effect. 

This paper first introduces the concepts of ACO and BPNN algorithm, then uses ant colony 

algorithm to improve the weight of BPNN, then designs BPNN classifier, and finally compares the 

BPNN classifier optimized by ant colony algorithm through experiments and the classification 

effect of traditional BPNN classifier verifies the effectiveness of the classifier proposed in this 

paper in malicious web page detection and data classification of different scales. 

2. Related Algorithms 

2.1. Ant Colony Optimization 

ACO is an optimization algorithm inspired by the behavior of ant colonies in nature. In nature, 

ants can find the optimal value through cooperation. When they look for food, they will leave 

pheromone, and the ant colony will find the pheromone intensity in the direction to find the path, 

and the ant colony will strengthen the original pheromone in the process of moving, that is, increase 

the concentration [6]. So far, this phenomenon is called an iteration of the ant colony algorithm. 

The ant colony path optimization formula is as follows: 
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Among them, d is the individual ant colony, i is the current position of the ant colony, j is the 

position that the individual ant colony can choose,  ij  is the pheromone concentration between 

positions i and j, Q is the amount of pheromone released by the ant colony, and ρ is the information 

Evaporation coefficient, L is the distance ants crawl. 

2.2. BPNN Algorithm 

The BPNN algorithm iteratively adjusts the weights between the layers based on the error value 
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to construct a NN model suitable for the current sample data, which requires that the learning 

sample not only contains the input signal, but also needs to provide corresponding to the current 

input signal. The target output of [7]. 

The standard BPNN algorithm iteratively adjusts the weights between layers by following the 

Delta learning rule during the learning and training process, so as to obtain a NN model suitable for 

the current sample data [8]. On the whole, the delta learning rule adjusts the connection weight 

matrix between neurons according to the actual output of the NN and the error function value of the 

target output. When training the BPNN, the minimum value solved by the gradient descent method 

is to minimize the error function value between the output value of the NN and the target output [9]. 

3. Improvement of NN Classifier Based on ACO 

3.1. Application of ACO to Improve BPNN Weights 

NN, as its name suggests, is inspired by human neurology, and ACO is based on the study of 

group life and ant movement laws in nature. The BPNN algorithm and ACO have different 

advantages respectively. However, these two algorithms have their own unavoidable shortcomings 

when applied separately. These shortcomings are constantly discovered through the research of 

BPNN. In the research, it was recognized that if ACO and BPNN algorithms are combined in some 

way to form a new training method, namely ACO-BPNN, many defects can be effectively solved. 

The ACO-BPNN algorithm is an algorithm with strong optimization ability. Its implementation is 

simpler than other algorithms, and it needs to adjust relatively few parameters. This is an important 

advantage of this algorithm, so it can be used in the training of NNs. It is widely used by various 

scholars [10-11]. For example, the connection weights of the BP neural system are trained, the 

structure of the BPNN is modified, and the optimal solution of the number of network nodes is 

determined. Based on this theoretical basis, the BPNN classifier is optimized. 

Using ACO to optimize the BPNN classifier, the main optimization method is to use ACO to 

optimize the classification performance of the traditional BPNN algorithm, that is, to improve the 

training results of the BPNN algorithm on the connection weights [12]. Since ACO has great 

advantages in finding the optimal value, it can quickly and accurately find the global optimal 

solution, and only need to modify a few parameters to achieve good optimization results. Therefore, 

ACO is selected to train the connection weights to optimize the BPNN classifier [13]. 

3.2. Optimal Design of NN Classifier 

(1) Design of the number of network layers 

The BPNN with a three-layer network structure can represent all nonlinear functions. Only when 

training some data features with high dimensionality, multiple hidden layers are required, which 

may be relatively complicated when training the BPNN. , if increasing the number of hidden layer 

nodes still cannot get better training results, you can consider increasing the number of hidden 

layers to improve the optimization performance of the network model, but it will also increase the 

difficulty of training [14-15]. Therefore, a single hidden layer is selected as the training model of 

the BPNN, which can speed up the training speed of the BPNN without affecting the performance 

of the network model. 

(2) Design of hidden layer nodes 

Generally, increasing the number of network nodes in the function solving process is more 

effective and easier to implement than increasing the number of network layers. However, it will be 

limited by many basic conditions, such as many training parameters and slow training speed, 

because these problems limit the final result and optimization effect of BP network training [16]. 
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Therefore, this paper uses the ant colony algorithm to optimize the structure of the network model, 

and selects the number of nodes in different hidden layers for comparative analysis, and finally 

determines the appropriate number of nodes in the hidden layer, which better solves the problem of 

complex BP network structure [17] ]. Using ACO to optimize the structure of the BPNN produces a 

better optimization effect, and in the network model with a single hidden layer, selecting the 

appropriate number of hidden layer nodes, the accuracy of the BPNN classification will be higher, 

and the training effect will be more effective. . 

(3) Design of the classifier structure 

The BP network model shows good predictive ability because of its unique structure, so it can 

accurately predict according to the characteristics of the data in the classification process [18]. It is 

divided into two parts in the prediction process: first, the similarity between the predicted results of 

the classified samples and the real results is calculated, and then the category with the largest 

similarity is selected as the final output result according to the comparison results. The 

classification process is shown in Figure 1 below. 

input sample
Calculate the 

match

Pick the 

maximum value
output

Modify the weight of the connection 

according to the classification result output did not meet 

expectations
 

Figure 1. Classifier classification process 

The BPNN classifier needs to firstly train the data features before classification. The training 

mainly uses the process of continuous updating of weights, so that the network model has the 

function of classification and prediction. The trained BPNN can be applied to sample classification. 

The samples to be identified are sent to the BPNN classifier, which consists of two steps. First 

calculate the weight combination of each layer in the network model, output according to the results 

of the connection weights, and compare the classification results of the classifier with the actual 

classification results. If the expected value is not reached, the output of the classifier is fed back to 

the classifier. And correct the connection weights according to the algorithm, and recalculate until 

the training is completed [19]. 

4. Improved BPNN Classifier Application Experiment 

4.1. Malicious Web Page Classification and Detection 

This paper evaluates and analyzes the detection results of malicious web pages from the three 

indicators of accuracy, recall and precision. The network classifier designed in this paper is to 

classify and detect web pages by building a network model to verify the classification effect. Before 

detecting the performance of the malicious web page classifier, it is necessary to classify the data to 

be detected. The following is the detection of malicious web pages of three sets of data, each set of 

data contains 1000 samples, and the results are shown in Figure 2. 
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Figure 2. Precision, recall, and precision (%) of three sets of data 

According to the data shown in Figure 2, the first group of data has the highest classification 

accuracy and recall rate, 96.35% and 92.18%, respectively, and the second group of data has the 

highest classification precision, reaching 94.86%. In order to better describe the performance 

measured by the classifier, the improved BPNN classifier and the traditional BPNN classifier are 

used to comprehensively predict the three sets of data to obtain the accuracy, recall and precision of 

the three datasets. See Figure 3 for details. 

95.73

91.26

92.68

92.41

84.93

87.75

Accuracy

recall

Precision

ratio(%)

in
d

e
x

BPNN ACO-BPNN

 

Figure 3. Malicious webpage classification effect of different network models (%) 

As can be seen from Figure 3, compared with the performance of the traditional BPNN 

classification model, the ACO-based BPNN classification model proposed in this paper has higher 
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evaluation indicators for the comprehensive test of the three sets of data, indicating that the 

performance of the classifier proposed in this paper is equally Outperforms the traditional BPNN 

classification model. The ACO-BPNN classifier not only ensures the accuracy of the detection 

model, but also greatly improves the efficiency of the classifier to detect malicious web pages. 

4.2. The Influence of Data Sample Size on Classification Effect 

Table 1. Dataset sample size 

 Dataset name Sample size 

Large sample 
Dataset A 522 

Dataset B 781 

Small sample 
Dataset C 113 

Dataset D 96 

This experiment tests the effect of data sample size on the classification effect of NN classifier. 

As shown in Table 1, data sets A and B are divided into large sample data, and data sets C and D 

are divided into small sample data. The sample sizes of datasets A, B, C, and D are 522, 781, 113, 

and 96, respectively. 

The classification experiment results are shown in Table 2. In order to more intuitively express 

the classification effect of the network, Table 4 describes the classification accuracy ACC and 

standard deviation SDev of the classification results of each dataset, where the value of ACC is the 

number of correct classification results obtained by the network classification output 10 times and 

the target The ratio of classification results. The classification accuracy is used to describe the 

classification accuracy of the classifier, the larger the value, the higher the accuracy; the standard 

deviation is used to describe the stability of the classifier, the smaller the value, the stronger the 

stability. 

Table 2. Dataset classification experimental results 

 Dataset A Dataset B Dataset C Dataset D 

ACO-BPNN 
ACC 85.16% 83.08% 94.87% 96.32% 

SDEV 1.54 1.25 1.33 1.47 

BPNN 
ACC 77.35% 74.24% 81.61% 82.56% 

SDEV 1.60 1.37 1.39 1.52 

From the analysis of the classification experimental results in Table 2, it can be concluded that 

the average absolute error of the improved ACO-BPNN classification for each data set is smaller 

than that of the traditional BPNN classification, and it also obtains a lower average absolute error. 

Classification standard deviation; whether it is the traditional BPNN classification model or the 

ACO-BPNN classification model, the classification effect of small-scale data sets is better than that 

of large-scale data sets, which shows that the classifier system can classify small-scale data. To a 

certain extent, the classification accuracy is improved. On the whole, the classification effect of the 

BPNN classifier based on the ant colony algorithm is better. 

5. Conclusion 

As a traditional NN model, BPNN has good prediction ability in practical applications. However, 

with the gradual in-depth study of the BP network model, the BPNN also highlights its 

shortcomings. The algorithm has great stability and prediction accuracy. Limit the application of 

NN. Therefore, this paper uses the ant colony algorithm to optimize the NN classifier and applies it 

to the detection of malicious web pages. In the comparison test of the classification effect with the 

traditional BPNN optimization model, the ACO-BPNN model selected in this paper shows good 
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results in classification accuracy, recall rate, standard deviation, etc., which greatly improves the 

performance of the classifier. 
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