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Abstract: Under the influence of the mobile Internet era, users' patience is increasingly 

limited. Future recommendation algorithms should quickly respond to users' urgent needs 

to save users' time. Under the background of big data, how to ensure the relatively low 

complexity and high accuracy of information push and display is a very valuable topic. 

Therefore, this paper discusses and analyzes the collaborative filtering algorithm (CFA) 

based on hybrid machine learning (ML) optimization. In this paper, the research 

background and significance of CFA are first described, including the development status 

of collaborative filtering recommendation algorithm, the research status of association rule 

recommendation algorithm and particle swarm optimization algorithm, and the problems in 

collaborative filtering recommendation algorithm. A new hybrid CFA model is proposed 

based on the hybrid ML optimization. This paper designs a simulation table of three 

recommendation algorithms to verify the proposed CFA. The experiment shows that the 

recall rate of the CFA proposed in this paper based on the hybrid ML optimization is not 

lower than other recommendation algorithms, which verifies the effectiveness of this 

algorithm. 

1. Introduction 

Collaborative filtering recommendation algorithm can effectively solve the problem of 

information overload. However, with the dramatic increase of data volume, the data of the relative 

user rating matrix becomes more and more sparse. At the same time, the research and development 

of collaborative filtering recommendation algorithm also encounter problems. The CFA based on 

hybrid ML optimization solves the problem of data sparsity in collaborative filtering 

recommendation algorithm, and can not only provide users with more personalized services. 
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Therefore, research on CFA of the hybrid ML optimization has great practical significance. 

CFA based on hybrid ML optimization has been studied and analyzed by many scholars at home 

and abroad. In the model-based collaborative filter method, the neural network is applied to some 

related work of the recommendation system. Limiting Boltzmann machine is the first work to apply 

neural network model to recommendation system. However, RBM's goal score prediction, rather 

than ToP-N recommendation, only considers the observed score as its loss function [1]. It is a 

technical challenge to incorporate the negative sampling required for ToP-N recommendation into 

RBM training. Peng J proposed Auto Rec, a new automatic encoder framework for collaborative 

filtering. Auto Rec is a compact and efficient trainable model [2]. 

This chapter first describes the project based collaborative filtering recommendation algorithm in 

detail, explains its concept, principle and algorithm process, and proposes the evaluation indicators 

of the algorithm. It analyzes the cosine similarity of the project similarity, and obtains the hybrid 

recommendation algorithm to be studied in this paper. Then, using the data in the dataset, it 

conducts numerical simulation on the three algorithms, and compares each evaluation indicator of 

the algorithm. According to the comparison results, it is verified that the CFA based on hybrid ML 

optimization has good reliability and stability [3-4]. 

2. Analysis of Collaborative Filtering Recommendation Algorithm 

2.1. Principle of Collaborative Filtering Recommendation Algorithm 

Collaborative filtering recommendation algorithm can quickly find useful information for users, 

and it is a reliable intelligent retrieval tool for users. It fully analyzes users' past historical behavior 

data, and actively recommends products and news that meet users' needs and interests. In the whole 

recommended algorithm work process, users do not need to provide any explicit requirements. The 

algorithm predicts the targets that are likely to be interested in the future based on the user's 

historical behavior data, and then makes recommendations [5-6]. Neighborhood collaborative 

filtering, also known as memory collaborative filtering, is characterized by intuitiveness, easy 

implementation, and a process that does not require too long training, and has been fully applied 

and developed [7-8]. 

2.2. Three Ideas of CFA for hybrid ML Optimization 

2.2.1. Integral Type 

The overall idea is to integrate a variety of different recommendation strategies into one 

algorithm to achieve hybrid design. The implementation method is to adjust the algorithm internally, 

so that different types of data can be well used for input. It is usually described that specific data 

The processing step is to first process the data into the format required by a specific algorithm. 

The hybrid recommendation is divided into two hybrid designs: feature combination and feature 

supplement. The integrated hybrid design is shown in Figure 1 below. 
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Figure 1. Integrated hybrid design 

2.2.2. Flow Type 

The pipelined hybrid design is a design method that divides the implementation process into 

different stages and knows the recommended results through the sequential effect of technology. 

The output of this stage can show the biggest difference between your pipelining scheme and other 

design schemes in the next stage [9]. That is to say, the design in the previous stage prepares for the 

preprocessing in the next stage. The constructed model can be used in the next stage, and the 

recommended list can also be given to optimize the calculation in the next stage [10]. 

There are two design ideas for the pipelining hybrid design scheme. The first one is serial mixing, 

where a group of recommended algorithms are connected in series. The former recommendation 

result is the input of the latter recommendation algorithm, and the latter recommendation algorithm 

optimizes the former recommendation result; The second is graded mixing [11-12]. The 

implementation steps of pipelining design are shown in Figure 2. 

 

Figure 2. Flowing hybrid design 
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2.2.3. Parallel 

Parallel hybrid design uses multiple different recommendation algorithms at the same time, and 

integrates the recommendation results formed by them with a specific hybrid mechanism. Its 

common strategies include weighting, crossing and switching. In this paper, we adopt the parallel 

strategy [13]. The implementation steps of parallel hybrid design are shown in Figure 3. 

 

Figure 3. Parallel hybrid design 

The cross strategy is to combine the recommendation results from different recommendation 

algorithms on the user interface interaction layer and recommend them to users. The switching 

hybrid recommendation strategy is that an authority decides which recommendation strategy to use 

under which conditions according to the recommendation quality of user history [14-15]. The 

weighted hybrid recommendation strategy is to weight different recommendation results, and the 

sum of the weighted values is 1. 

3. CFA based on Hybrid ML Optimization 

3.1. Improve Collaborative Filtering Recommendation Algorithm 

According to the item matrix we have solved, we use calculation formulas to solve the distance 

of vectors, such as cosine distance calculation, Pearson distance calculation, Euclidean distance 

calculation and likelihood distance calculation to calculate the similarity between each item vector 

and item vector, and obtain the item similarity matrix [16]. 

The user matrix can be calculated according to the extracted raw data. We reorganize all the 

scored items of a single user, and then according to the above method, all users will get their 

corresponding user vectors, which will be combined into a user matrix. Find out K items similar to 

the products evaluated by a user, and form a recommended item matrix for users [17-18]. 

The algorithm first uses the scoring matrix to build the model, and then calculates the similarity 

between users or items to obtain the most similar neighbors. Finally, the recommendation engine 

will recommend the corresponding strategies according to the similar neighbors. Calculation 

method of logarithmic likelihood similarity: 
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3.1.1. Euclid Distance 

Euclidean distance, also known as Euclidean distance, takes the object (or user) as the coordinate 

axis, and each user (or each item evaluated) who has participated in the evaluation of the project is 

regarded as a point in the N-dimensional space, and then the linear distance between the user and 

the object is calculated as their similarity. The Euclidean distance calculation formula between 

points in space is shown in formula (1): 

))((),( 2  ii yxyxd
                              (1) 

Wherein, user xi's rating of article i is described, and user yi's rating of article i is described. The 

calculated Euclidean distance is a positive number, and then it is normalized. At the same time, the 

result is controlled between 0 and 1, as shown in Formula (2): 
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It can be seen from Formula (2) that as long as there is at least one item that has been scored 

jointly between users or two items that have been scored by the same user, the European distance 

formula can be used. If there is no common term, the Euclidean distance cannot be calculated. 

3.1.2. Cosine Similarity 

The cosine similarity calculation method of cosine similarity is to use the cosine value of the 

angle between two vectors in space to measure whether two vector individuals are similar. 

Compared with Euclidean distance method, cosine similarity pays more attention to the difference 

between their two vectors in the direction of each other than the difference in length or distance. 

The formula for calculating the similarity is shown in Formula (3): 
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Similar to the European distance, the preselected similarity algorithm also uses the user's 

preference for the item as a spatial point in the N-dimensional space, and then connects the point 

with the original point in the coordinate system to form a straight line. Because these spatial points 

connecting the user's score must intersect the origin, they must form an included angle between 

each other. 

3.2. CFA Model based on Hybrid ML Optimization 

We will integrate the improved CFA to get the final algorithm implementation process. It can be 

seen from Figure 4 that the basis of our hybrid recommendation algorithm is two single 

recommendation algorithms. The two single recommendation algorithms are hybrid ML 

optimization algorithm, improved cosine similarity recommendation algorithm for collaborative 

filtering. The final recommendation results can be obtained after the weighted average of the 

recommendation results of the two recommendation algorithms. Therefore, the first step in using 

the hybrid model is to use a single recommendation algorithm to predict the scores, and then use the 

scores of the two recommendation algorithms as the input data of the personalized hybrid model. 
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Figure 4. Flow chart of hybrid algorithm 

Next, we give a mathematical definition of the parallel hybrid model. Suppose that user u scores 

item i as Rui when using the collaborative filtering recommendation algorithm, and the user scores 

item i as R'ui when using the association rule recommendation algorithm. No matter from a 

theoretical or practical point of view, we can know that the user's score must be between the CFA 

and the strong association rule recommendation algorithm, so we can regard the score obtained by 

using the model as a mixture of two scoring behaviors. 

In order to simplify the model, we assume that the user's score is a linear combination of the two 

scores when establishing the hybrid model in this paper. In the final score of user u on item i, the 

proportion of collaborative filtering recommendation algorithm score is aui, and the proportion of 

association rule recommendation algorithm score is β Ui, so the user's final score is: 

eRRaP uiuiuiuiui  
                             (4) 

Since the final score is obtained after the weighted average of collaborative filtering and 

association rule scores, the coefficients aui and β Ui satisfaction relation aui+ β ui=1｡ The 

experimental results show that the optimal parameters solved by the simplified model will be more 

accurate. In this paper, when solving au and u in the model, we did not use the solution method of 

linear equations. Instead, we used the optimized mean square error method, because: (i) we 

considered noise e in the model. The scoring matrix is a data sparse matrix. The objective function 

we use is: 

2
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4. Experimental Test Analysis 

In many cases, when collecting and obtaining data, we will intentionally or unintentionally 

ignore some relevant information, but we need to ensure the integrity of key information in the data, 
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such as the collected data should include behavioral objects or all user behaviors. Different datasets 

are usually used to describe different user behaviors. At present, there are four influential 

experimental datasets. Data set is a data set from a foreign film recommendation system website. At 

present, this data has been widely used in the research of various recommendation algorithms. 

In order to verify the effectiveness of the CFA based on hybrid ML optimization studied in this 

paper, the improved CFA, ML algorithm and the recall rate of the algorithm in this paper are 

compared and analyzed; The following is the simulation analysis, and the comparison simulation 

results of the recall rates of the three algorithms are shown in Table 1 and Figure 5. 

Table 1. Comparison of recall rates under different algorithms 

 Improved CFA ML algorithm Hybrid algorithm 

10 0.37 0.48 0.51 

20 0.33 0.44 0.49 

30 0.32 0.41 0.47 

40 0.34 0.42 0.48 

50 0.35 0.45 0.50 

60 0.36 0.49 0.52 

 

 

Figure 5. Comparison simulation trend chart of recall rate 

The simulation results shown in the above figure show that the recall rates of the three 

algorithms do not change significantly with the increase of the number of neighbors. In general, 

people always hope that the accuracy rate and recall rate will increase with the number of neighbors, 

but this is an ideal state. Recall and accuracy often do not increase at the same time. Therefore, 

when we conduct experiments, we often make one increase while ensuring that the other does not 

decrease, which makes the hybrid recommendation algorithm have a high recall rate. 

5. Conclusion 

Most of the current collaborative filtering recommendation algorithms focus on the accuracy of 

the recommendation, but they often ignore that with the rapid development of mobile Internet, 
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CFAs can provide services with high accuracy but are difficult to be recognized by users. The user's 

recommendation set formed by most collaborative filtering recommendation algorithms is the item 

set that users have not used or are interested in before. However, because of the sparse scoring data 

matrix, our understanding of users' preferences can only be part of their real interests. Therefore, 

this paper also needs to perfect the user's feedback and make full use of the various historical data 

left by users in the system, so as to analyze the historical access behavior of these users and get 

accurate prediction scores. The CFA based on hybrid ML optimization needs further research. 
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