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Abstract: Due to the rapid development of Internet multimedia technology, the wide use of 

smart phones and the expansion of social networks, people can share interesting content on 

the Internet anytime and anywhere, makes the different mode of multimedia data on the 

Internet (such as text, images and video, etc.) to present the characteristics of explosive 

growth, huge amounts of agglomeration. Such large-scale data marks the arrival of the era 

of multimedia big data, and brings new oortunities and challenges to the research and 

alication based on multi-modal learning. This paper focuses on the cross-modal research of 

neural networks fused with multimedia retrieval. This paper first analyzes the basic models 

of machine learning and neural networks, and proposes a cross-modal multimedia semantic 

matching method. The simulation results show that the proposed multi-media retrieval 

cross-modal neural network model has certain effectiveness and feasibility. 

1. Introduction 

With the rapid development of Internet technology and intelligent mobile devices, multi-modal 

data in the network shows a blowout growth. Different types of multi-modal data are growing 

rapidly on various Internet platforms such as social networking sites, video websites, music 

platforms, news and information [1]. Multi-modal data are increasingly fused together to form a 

complex organizational structure and relationship. Multimedia retrieval methods mainly include 

unimodal data retrieval and multi-modal data retrieval. The function of "search by image" provided 

by search engines such as Baidu and Google is actually a unimodal retrieval task on image data [2]. 

The cross-modal Retrieval algorithm can simultaneously retrieve multi-modal data with the same 

semantics by mining the semantic correlation between multi-modal data such as text, image and 

video. When searching, users only need to input any one of the various modal data such as text, 

image, video, audio, etc., and then they can retrieve the other modal data with the same semantics, 

which enriches the diversity of our retrieval results to a large extent and can bring better retrieval 

experience. The objects retrieved by cross-modal are multi-modal data with heterogeneous 

underlying features. The characteristics of multi-modal data are as follows: Multi-modal data are 
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mixed and coexist [3, 4]. The organization structure and association relationship of data are 

relatively complex, semi-structured and unstructured data account for most of the data, and it is 

difficult to store multi-modal data directly and retrieve it effectively. Multi-modal data can express 

the same semantic information by complementation and enhancement. It is necessary to realize the 

leap from one mode to another mode according to the various relationships between the modes. 

With the rapid growth of multi-modal data, it is difficult to cope with the existing data processing 

ability of human beings. Moreover, the underlying multi-modal data is doped with a large amount 

of noise, and the correlation relationship between different modal data is hidden, so it is not easy to 

mine the correlation relationship [5, 6]. 

In recent years, cross-recovery technology has developed rapidly and many cutting-edge 

technologies in this field have emerged. Like the International Conference on Computer Vision and 

the Conference on Computer Vision and Model Recognition. Experts in probability statistics, graph 

theory and pattern recognition have proposed a number of recovery methods. Cross-recovery 

methods can be roughly divided into shallow learning methods and deep learning methods [7]. 

Among the shallow learning methods, graph correlation method and dictionary learning method are 

favored by researchers because of their high accuracy. Among them, graph regularization can better 

describe the similarity within and between modes, and better mine the association between labels, 

so it is widely used in semi-supervised learning [8]. Because deep learning has a powerful modeling 

ability for nonlinear data, and does not need to manually extract features, it can automatically mine 

the rich internal information in the data, and deep learning technology has made a breakthrough in 

the cross-modal field. Deep learning can be roughly divided into traditional neural network methods 

and GANs [9, 10]. 

Across a modal data under the background of rapid development, in-depth understanding and 

mining data contained in the information, establish a cross modal data, the relationship between 

effectively from huge amounts of multimodal data retrieved modal information, you need to provide 

a better service for people, improve people study and work efficiency, convenient production and 

living of people. 

2. Cross-Modal Multimedia Retrieval based on Neural Networks 

2.1. Deep Learning and Neural Networks 

(1) Neural network 

Deep neural network models are usually connected by a large number of neuron nodes, and each 

neuron processes the input from the neurons connected with it in the previous layer through a 

certain output function [11, 12]. As shown in Figure 1: 

 

Figure 1. Schematic diagram of neuron 
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(2) Convolutional neural network 

With the development of deep learning, more and more researchers realize that convolutional 

neural network has unique advantages in extracting image features, which also drives the 

combination of traditional visual tasks and deep learning [13]. In recent years, more and more 

convolutional networks have been alied to fields such as semantic separation, object detection, 

image classification and so on [14]. 

Convolutional neural network has been widely used in various Computer Vision tasks in recent 

years due to its powerful ability of image feature extraction, such as object detection and image 

classification. In general, the data processed by traditional convolutional neural networks are 

regular pixel lattice such as images or video frames, which have regular spatial structure [15]. 

However, many data in the real world do not have such regular Euclidean structure, such as social 

networks, knowledge graphs and other relational graph structures. Graph Convolution neural 

Network (GCN) is proposed to extract the features of data with topological Graph structure by 

using the feature extraction ability of convolutional Network [16]. 

(3) Cross-modal hash model based on deep learning 

Cross-modal hashing algorithms based on deep learning have been greatly developed in recent 

years and achieved better and better retrieval results. Traditional cross-modal hashing methods map 

image and text data to binary space by constructing hash maing Matrix, and then use such as 

canonical correlation analysis (CCA) or Similarity Matrix as constraint guidance and optimization 

process. So of although the method can achieve good retrieval effect, but most traditional cross 

modal hash method USES man-made structure features as the input into the hash function (using 

the SIFT features such as images, text data using TF - IDF features, etc.) cannot be dynamically 

updated as the training feature, so we can not get the optimal hash function. And cross modal hash 

algorithm based on the deep learning generally use pre trained convolution neural network (CNN) 

recurrent neural network (RNN) to study the characteristic of image text data, and also introduces 

some network such as generated against network (GAN) figure convolution structure such as neural 

network (GCN) to further the potential information in the data mining, Therefore, significant effect 

improvement has been achieved [17, 18]. 

Although many cross-modal hashing methods based on deep learning have achieved good 

retrieval results, the current mainstream cross-modal retrieval algorithms at home and abroad also 

have some shortcomings. First of all, most algorithms mainly focus on modeling inter-modal 

Correlation between multi-modal data, so that the learned data features (such as image features, text 

features, video features, etc.) can retain the Correlation between different modal data as much as 

possible. However, the importance of correlation in intra-modal data is ignored. In addition, most 

cross-modal retrieval algorithms are based on supervised learning. By introducing category labels 

as the prior of training data, the learned features have more semantic information, so they can bring 

better retrieval results. But the vast majority of data that exists on the Internet is unlabeled. 

2.2. Cross-Modal Multimedia Semantic Matching 

(1) Retrieval process 

The first step of cross-modal multimedia retrieval is to extract multi-modal data features. Then, 

based on the feature representation of the extracted multi-modal data, a cross-modal multimedia 

retrieval model was established to learn the common representation of different modal data. Finally, 

based on the retrieval results obtained by the retrieval model, other modal data that are most 

relevant to the queried modal data are obtained. 

(2) Semantic matching 

Semantic matching is to project different modal data into a common semantic space. Taking the 
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mutual inspection of image and text as an example, I represents a graph sample, and T represents a 

text sample. Furthermore, VIp×n represents the underlying features of the image, VTq×n represents 

the underlying features of the text, where P and q represent the dimensions of the underlying 

features of the image and the underlying features of the text, and N represents the number of 

samples (image and text samples correspond one to one). Semantic matching is to map the 

underlying features of image and text to their common semantic space, as shown below: 

nknp

II SVM  :                (1) 

nknq

TT SVM  :                (2) 

In semantic space, there is a semantic dictionary L=(L1, L2,... Lk) such as architecture class and 

biology class, where k is the number of semantic categories. 

(3) Cross-modal multimedia semantic matching based on deep neural network 

Because polymorphic data usually have different statistical characteristics and inconsistent 

distribution, it is difficult to compare them directly for cross-retrieval. The fragmentation of cross 

functions of neural networks tries to learn the functions of specific functions and maps the 

corresponding functions in a common space where the codes fragmentation of different ways can be 

directly compared with each other. Then calculate the similarity between the different templates 

according to the received global hash code to retrieve deleted templates. In addition, in the 

Hamming common area, the similarity of the same sample category shall be greater than that of the 

different sample categories. 

After projecting the underlying features of the image and text into the semantic space of the two, 

a query text is obtained. The retrieval model can obtain its semantic representation ͓ Tk ͒ Sk, and the 

image most relevant to the query text can be obtained by finding the minimum distance between the 

image and the image to be retrieved: 

),(tan),( k

I

k

TcedisITD              (3) 

Similarly, the same is true for image query related text. The pseudo-code of cross-modal 

multimedia semantic matching algorithm based on deep neural network is shown below 

Input: Training the underlying features and labels of images and text, testing the underlying 

features of images and text 

Output: cross-modal multimedia retrieval results 

Create image network NI and text network NT; 

The underlying features and tags of the training images are input into NI and the network is 

trained, and the underlying features and tags of the training text are input into NT and the network 

is trained. 

The bottom feature of the test image is input into the trained network NI, and the bottom feature 

of the test text is input into the trained network NT. 

The top-level output of network NI and NT is obtained, which is the common semantic space of 

image and text. 

3. Model Simulation Experiment 

3.1. Introduction to the Dataset 

This paper uses two widely used datasets: Wikipedia and NUS-Wide-10K, both of which are 

composed of labeled image text pairs. 
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3.2. Comparative Experiment 

In order to evaluate the performance of the proposed model, the following methods are selected 

for comparison, including the classical cross-modal hashing methods CVH and SMFH. And the 

recent cross-modal hashing methods SSAH and DSSAH based on deep learning. In order to be fair, 

these methods uniformly adopt the same experimental Settings as this experiment. In this paper, the 

code provided by the original author or the running method of the original paper is used to obtain 

the retrieval results matching the published results, and the results of the model in this paper are 

compared. 

4. Analysis of Experimental Results 

4.1. Wikipedia Data Set 

Table 1. Wikipedia dataset image retrieval text task comparison 

 16 32 64 

CVH 0.217 0.246 0.254 

SMFH 0.337 0.390 0.364 

SSAH 0.473 0.502 0.498 

DSSAH 0.557 0.561 0.578 

Our model 0.595 0.603 0.619 

 

 

Figure2. Wikipedia dataset text retrieval image task comparison 

As shown in Table 1 and Figure 2, in the text work of image recovery and the image work of text 

recovery, the SAH and dssah cross-fragmentation methods based on deep learning and the model 

proposed in this work are better than the classical CVH cross-fragmentation methods; and smfh. In 

Wikipedia's dataset, taking as an example the length of 64-bit hash code, the model improves text 

recovery performance at least 0.040 compared to other methods. 

4.2. NUS - WIDE - 10 K Data Set 

As shown in Table 2 and Figure 3, in the task of image-to-text retrieval and text-to-image 

retrieval on NUS-Wide-10K dataset, taking the length of 64-bit hash codes as an example, the 

proposed model is improved by at least 0.042 and 0.022, respectively. The results show that the 

proposed model is a cross-modal retrieval method with both accuracy and efficiency. 
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Table 2. Comparison of image retrieval text tasks in NUS-Wide-10K dataset 

 16 32 64 

CVH 0.354 0.341 0.337 

SMFH 0.432 0.445 0.447 

SSAH 0.623 0.659 0.661 

DSSAH 0.714 0.725 0.730 

Our model 0.746 0.758 0.772 

 

 

Figure 3. Comparison of text retrieval image tasks in NUS-Wide-10K dataset 

5. Conclusion 

Large-scale multimedia retrieval algorithm can realize the mutual retrieval of different 

multimedia data (such as image, text, video, etc.). Compared with traditional unimodal retrieval 

algorithm, it can provide users with more comprehensive retrieval experience. In this paper, a 

cross-modal hashing algorithm based on neural networks is proposed, which can achieve similar or 

even better retrieval performance than supervised methods while reducing the consumption of 

human resources. It is of great value and significance to study the learning methods of cross-modal 

retrieval and classification. In the cross-modal learning task studied in this paper, there are many 

directions that can be further studied and explored. In practical alication scenario, tend to lack the 

tag data, sample contains a lot of noise and quality of the collected data is not reliable, because of 

the different modal contain information not identical, therefore, how to different modal based on 

collaborative learning migration and promote each other between information and knowledge for 

model performance is a research direction in the future. 
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