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Abstract: With the rapid development of the economy, digital transformation has become a 

future trend. Character recognition (CR) technology, as a key technology to realize 

digitalization, has always been a hot research topic that people pay attention to. CR can be 

widely used in the fields of transportation, finance, industry, economy and artificial 

intelligence. In-depth study of CR technology is of great practical significance for 

promoting the development of science and technology and economy. In this context, this 

paper studies the printed CR method based on CNN. Combining wavelet theory and CNN, 

this paper studies the extraction and recognition methods and implementation ways of 

printed characters in detail. The algorithm applied in this paper is recognized on the DSP 

(DM642) chip, the recognition accuracy is over 99.93%, and the recognition time is 

controlled within 5ms, which meets the actual requirements. Comprehensive analysis 

verifies the feasibility and superiority of the recognition algorithm applied in this paper. 

1. Introduction 

In recent years, with the continuous development of information technology, the status of CR 

technology in society is increasing day by day. At the same time, pattern recognition has received 

more and more attention from researchers. At present, printed CR technology has been widely used 

in our production and life, including express single number recognition, banknote number 

recognition, car license plate number recognition, bank bill recognition and other fields. For the 

research on printed CR, there are many mature algorithms, but there is no general algorithm that can 

solve any situation that may occur in the process of CR. Therefore, it is very important to develop 

an efficient CR system for numbers and letters [1-2]. 
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In related research, Mohd et al. introduced a Quran Optical CR (OCR) system based on 

Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) [3]. Good word 

recognition rate (WRR) and CR rate (CRR) performance are achieved in the experiments. 

Alkhateeb introduced an efficient method based on deep learning methods to design a system for 

recognizing isolated handwritten Arabic characters [4]. The CNN model was developed and trained 

with Arabic HCs in offline mode using three Arabic handwritten CR datasets. To validate the 

proposed system, various experiments are performed using the AHCR, AHCD, Hijja datasets. 

This paper presents a CR algorithm based on improved CNN. Since the traditional CNN will 

misjudge similar characters during recognition, this paper proposes an improved CNN CR 

algorithm after many studies and tests. First, build a first-level CNN network model, change the size 

of the input layer and convolution kernel based on the structure of the traditional CNN network 

model, improve the CR speed, and realize "rough classification" of characters; secondly, build a 

second-level CNN network model, in The traditional CNN network model is improved in series, 

and the characters that are easily confused can be re-identified to improve the accuracy of CR and 

achieve character "segmentation". 

2. Design Research 

2.1. Research Difficulties of CR 

CR, especially the recognition of handwritten characters (HC), has always been a difficult point 

and a hot spot in the field of CR. Although handwritten CR has reached a recognition rate of more 

than 95% in some datasets, in practical applications, the recognition accuracy rate is often There 

will be a significant drop, and there is still some distance from the requirements of industrial 

applications [5-6]. The main factors that affect CR are: 

(1) The background and noise are complex. Although the background of HCs is relatively simple, 

there are some special noises. For example, when writing and starting the pen, there is often a lot of 

jitter, and the strokes are scribbled or deformed. However, printed CR is usually in a complex 

external environment. For example, house number recognition usually has a complex background, 

which is often affected by external factors such as light and weather, and the house number is faded, 

stained, blocked, etc. 

(2) Topology is a variable in script CR. HCs are often scribbled, such as stroke thickness, font 

size, deformation, hyphenation, hyphenation, missing strokes, etc., which directly affect CR. 

(3) There are many types of characters and many similar characters. The standard set of Chinese 

characters GB2312-80 stipulates that there are 3755 types of common first-level Chinese characters, 

and 3008 types of second-level Chinese characters, reaching a total of 6763 types, and some 

Chinese characters differ by only one or two strokes. The huge number of categories and The 

extremely similar structure of some characters makes it difficult to recognize Chinese characters. 

At present, the most widely used CR technology at home and abroad is still the traditional 

method based on the combination of structural features and statistical features and based on 

artificial neural network classification. However, due to the inherent properties of the 

above-mentioned characters, the traditional CR method has entered a bottleneck period. Even if the 

traditional recognition algorithm is improved, the CR cannot be greatly improved. People begin to 

explore new technologies for CR. 

2.2. CNN Theory 

In the traditional neural network CR process, people usually use the BP back-propagation 

algorithm to train the feedforward neural network structure [7-8]. Although some success can be 
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achieved with ordinary feedforward neural networks, there are still many problems. According to 

the traditional pattern recognition method, the original data must be preprocessed and manually 

selected and extracted before classification, and it is often the most difficult to determine the best 

classification features of the original data. If you ignore this step and directly input each pixel of the 

original image as a feature point, when the input image is too large, the data to be processed is 

unprecedentedly huge, which will lead to dimensional disaster, which is obviously not feasible in 

reality [9-10 ]. Moreover, various characters in natural scenes, especially HCs, have relatively large 

changes. Traditional shallow neural networks have no inherent invariance to rotation, displacement, 

deformation, etc., which makes recognition more difficult. 

The CNN improves the multi-level feedforward hierarchical neural network, and obtains a 

certain scale, displacement and deformation tolerance by means of original image input, weight 

sharing and pooling downsampling, which effectively avoids the above-mentioned problems. 

However, it has natural advantages in image classification [11-12]. 

2.3. CR Classification 

At present, CR can be divided into print recognition and handwriting recognition [13-14]. 

According to the type of handwriting recognition, handwriting methods are divided into two forms: 

online and offline. Offline form, mainly through handwritten images collected by scanners, cameras 

and cameras (offline handwriting recognition); online form, handwritten dynamic information left 

on the interactive interface through electronic pens or touch screens, stored in a computer in a 

certain data format In (online handwriting recognition), character classification is shown in Figure 1 

[15-16]. Handwriting input is widely used in the fields of finance and education, which greatly 

improves people's convenient lifestyle. 

Character 
recognition

print recognition

handwriting 
recognition

Online handwriting 
recognition

Offline handwriting 
recognition

 

Figure 1. Classification of CR 

2.4. Basic Structure of CNN 

CNNs are designed to process two-dimensional data, which are invariant to scaling, rotation, 

displacement, etc. The artificial neural network is combined with the convolutional structure to 

form a CNN, in which the feature extraction process of the input data is completed in the 

convolutional layer, which does not require too much preprocessing, and the data dimensionality 

reduction is in the pooling layer. Such extraction and dimensionality reduction reduces the 

computational load of the network model [17-18]. 

(1) Convolutional layer 

The convolutional layer plays a key role in the CNN and is the core of the CNN. The 

convolution layer applies the convolution operation. The convolution operation symbol is 

represented by "*". The general form of continuous function convolution is: 
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The discrete function convolution formula is expressed as: 
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Among them, x is the input, w is the convolution kernel, and s is the feature map. In the 

convolution operation, assuming that the image is X(i,j) and the convolution function is K(i,j), the 

expression of the convolution function is: 
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(2) Character segmentation 

The main purpose of character location of printed characters is to find the area where the number 

character is located from the image, extract the character from the entire number image, and obtain 

information such as the position, shape and size of the character. In the previous section, the 

position of the character has been roughly positioned through morphological processing. In order to 

determine the precise position of each character, this article uses the projection method to determine 

the specific position of a single character. The number image can be regarded as a "pixel matrix" of 

size (W*H), g(x,y) is the pixel value of a point in the pixel matrix, the horizontal projection V(i) 

and the vertical projection H(i) The calculation method can be expressed as: 
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From the above equations (1) and (2), the projection map of the number image in the horizontal 

and vertical directions can be obtained. Let the size of the location area where the character is 

located be (h*w). 

3. Experimental Study 

3.1. Image Preprocessing 

The printed CR system designed in this paper takes the number image as the research object. The 

system performs image preprocessing, character extraction, CR and other processes on the collected 

number image and outputs the recognized text result, as shown in Figure 2. 
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Figure 2. Steps of image processing 

In practical applications, no matter whether the number image is acquired by a camera or by 

other scanners, some external environmental factors such as noise and contamination will inevitably 

be damaged during the acquisition process, which will seriously affect the accuracy of CR. 

Therefore, before the characters are extracted and recognized, the image needs to be preprocessed 

accordingly, so as to do the preparatory work for the later segmentation and recognition work. The 

image preprocessing operation contains rich contents. Aiming at the research object of the number 

image, this subject completes the preprocessing of the number image through a series of operations 

such as image enlargement, image skew correction, and image enhancement. 

3.2. CNN Training 

CNN network training mainly includes two processes: CNN forward propagation and weight 

update. Forward propagation refers to a sample of a certain size as input, which is transmitted 

through two convolutional layers and two lower pooling layers, and finally through a fully 

connected layer. Feature connection, the process of classification through the activation layer. 

Backpropagation is the inverse transmission of the error value between the model output and the 

label, calculating the error corresponding to each layer of the model, and updating the weights and 

biases in the network. 

(1) Forward propagation algorithm 

The propagation formula from the input layer to the first convolutional layer can be expressed as: 

)*()( 22122 bWaza                       (6) 

where, σ: activation function, *: convolution operator, b: bias. The data output by the 

convolutional layer is passed to the downsampling layer. If the dimension of the feature map input 

to the downsampling layer is N × N, and the size of the window dimension of the pooling layer is F 

× F , the dimension of the matrix output by the sampling layer is N / F × N /F . The formula of the 

fully connected layer in the forward propagation process can be expressed as: 

)()( 11 llll baWza                       (7) 

(2) Back propagation algorithm 

The backpropagation algorithm is calculated based on the gradient descent criterion, and its 

purpose is to minimize the value of the loss function. The essence of backpropagation is the process 
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of gradient calculation. According to the gradient of each layer and the adjustment of bias and 

weight, the final output result is obtained. 

(3) Network training process 

Before the CNN network is trained, the network model must be constructed. After establishing 

the network model, first set the initial conditions such as the learning rate, the size of each batch of 

samples during training, etc., and then send the samples into the network structure for training, in 

the order described above, Step by step, repeat the training, and stop training when the set 

conditions are reached. 

3.3. Network Structure Parameter Setting of CNN 

The network structure parameter settings of the improved CNN are shown in Table 1. The 

network parameter setting of the CNN plays a decisive role in the entire CNN. During the entire 

model training process, this paper has conducted comparisons through many experiments, and 

compared the weight parameter W and bias parameter b of each layer of the model. Random 

initialization, in which the number of samples in batch training set in this paper is 720, which is a 

multiple of the number of neurons in the fully connected layer. After experimental comparison, 

when the number of training samples is 720, the obtained mean square error is the smallest. The test 

results are the best. The specific parameter settings of the CNN network are shown in Table 2. 

Table 1. List of improved model parameter values 

Improved CNN structure Convolution kernel size Step size 
Feature map 

size 
Number of feature maps 

Input layer   14×14 1 

Layer C1 3×3 1 12×12 6 

S2 layer 2×2 2 6×6 6 

Layer C3 3×3 1 4×4 6 

S4 layer 2×2 2 2×2 6 

Layer C5  1 1×1 24 

Output layer   1×1 23 

 

Table 2. List of improved CNN network parameters 

Parameter name Size/method 

Opts.batchsize 53 

Opts.maxepoch 1000 

Opts.alpha 1 

Cnn.lr 0.001 

Optimzer Sgd 

4. Experiment Analysis 

4.1. Comparative Experiment of CNN_small and CNN Model 

The comparative experimental analysis of CNN_small and CNN models will be introduced here. 

Through the experiments of CNN_small and CNN models, a comparative analysis of the 

recognition rate, recall rate and F1 value of the two models is carried out, as shown in Table 3: 
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Table 3. Comparative analysis of CNN_small and CNN models 

Model 
Evaluation indicators 

Test set (%) Validation set (%) 

 Recognition rate Recall F1 value Recognition rate Recall F1 value 

CNN_small 

model 
95.1 94.6 94.6 95.5 95 95 

CNN model 97 96.6 96.6 97 96.6 96.6 

 

 

Figure 3. Comparison of CNN_small and CNN models 

 

Figure 3 shows that the recognition rate, recall rate and F1 value of the CNN model on the test 

set and validation set were increased by 2%, 2%, 2%, 2%, 1% and 1% respectively through the 

debugging of various parameters. 

4.2. Comparative Analysis Based on Different Fonts 

Based on the comparative analysis of the model effects of different fonts, it is found that with the 

increase of the number of fonts, the recognition rate, recall rate and F1 value of the model are 

relatively reduced, thus showing an inverse relationship between the number of fonts and the 

recognition rate, recall rate and F1 value of the model. As shown in Table 4: 

Table 4. Comparative analysis of different fonts 

Font type Test set (%) Validation set (%) 

 Recognition rate Recall F1 value Recognition rate Recall F1 value 

10 100 99.8 99.8 99.6 99.1 99.3 

30 99.9 99.1 99.1 99 98.8 98.7 

50 98.5 98.2 98.2 98.1 98 98 

80 98 97.2 97.2 98 97.8 97.9 

90 97 96.6 96.6 97 96.6 96.6 
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Figure 4. Comparison of different fonts 

As shown in Figure 4, with the number of fonts, the recognition rate, recall rate and F1 value of 

the model change significantly. When the number of fonts increases, the recognition rate, recall rate 

and F1 value of the model decrease, and the two show an inverse relationship. 

4.3. Analysis and Summary of System Test Results 

In order to verify the feasibility of the algorithm applied in this paper, 1171 number images are 

randomly selected from the collected data set for simulation in the built C++Builder environment. 

Each number image has undergone complete preprocessing, character extraction, and CR. After 

system testing, the entire system can achieve 100% recognition accuracy for 1171 number images. 

In order to verify the practicability of the algorithm, the algorithm in this paper is used to identify 

10,000 number images collected on the DSP (DM642) chip, and the overall accuracy rate can reach 

more than 99.93%. The LeNet-5 network and the first-level CNN improved by the LeNet-5 network 

in this paper recognize the 10,000 number image datasets taken in this paper on the DM642 chip, 

and the accuracy is shown in Figure 5. 
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Figure 5. Comparison and analysis of recognition rates 

After repeated tests, the above three methods are compared. The traditional LeNet-5 network is 

applied to the DM642 chip for recognition, and the recognition accuracy is 99.32%. The recognition 

time of a single number image is within 50ms, which cannot meet the requirements of the actual 

project. , so this method cannot be used; the improved LeNet-5 network is used for identification on 

the DM642 chip, the identification accuracy is 97.69%, the identification time of a single number 

image is within 5ms, and the identification time meets the project requirements, but The recognition 

accuracy rate does not meet the actual requirements, so this method cannot be used; and the 

algorithm applied in this paper is recognized on the DSP (DM642) chip, the recognition accuracy 

rate is over 99.93%, and the recognition time is controlled within 5ms, which meets the actual 

requirements. Comprehensive analysis verifies the feasibility and superiority of the recognition 

algorithm applied in this paper. 

5. Conclusion 

With the continuous development of society, although some artificial intelligence technologies 

such as face recognition have been rapidly improved, printed CR still plays a vital role in today's 

society. As a practical application problem in image classification, printed CR has a wide range of 

application backgrounds and application values in many fields such as finance, transportation, and 

education. Based on this, this paper is devoted to researching a recognition system, optimizing the 

existing printed CR algorithm, increasing the accuracy of CR and improving the efficiency of CR. 

Printed CR has been involved in all aspects of production and life, saving the consumption of 
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working time and promoting the development of society. 
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