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Abstract: In today's business field, data mining technology has become an indispensable 

part, and it is also a hot research direction. This paper mainly discusses and analyzes 

machine learning algorithm. First, we will introduce the classification, clustering and 

classification models of biological samples. Secondly, we will briefly discuss two different 

methods based on artificial neural network and hybrid Bayesian tree algorithm in theory. 

Finally, we will draw a conclusion through experimental comparison that the performance 

of machine learning in business application models in data mining is relatively reasonable, 

and the model processing time is relatively short, which meets the needs of users. At the 

same time, this paper also puts forward relevant suggestions to enhance the application 

value of this technology in business, so as to provide some help for enterprises to mine 

effective information. 

1. Introduction 

In the business value of data mining, machine learning technology is a very important and 

ubiquitous application, which can store and have been recorded in some historical databases but not 

used or not found and used. Bhaskar G proposes deep learning as a skilled technique to examine 

hazards and react to attacks and security events. Thus, this business positions both security and 

energy productivity in the IoT, utilizing two new strategies aided by deep learning. This work ends 

up burning less energy, taking less time to transmit information, and giving greater security when 

considering existing frameworks [1]. Dogra A K proposes that data collected through embedded 

devices in objects are analyzed to take important decisions that help society to use these 

applications in different types of services. By applying machine learning (ML) techniques, these 

applications are becoming intelligent and can produce better results by solving traffic management 
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problems and providing safety for residents. The development of new applications that use data 

from IoT devices to provide meaningful results and make things intelligent through ML algorithms 

is presented[2]. Lu H studied the entrepreneurial model of remote intelligent classroom, based on 

machine learning technology, combined with intelligent image recognition technology to recognize 

the status and expressions of students in the distance education classroom. In addition, this paper 

conducts a more detailed study of face detection and expression recognition technology and tries to 

apply them to classroom teaching evaluation, which shows some feasibility in the experiment[3]. 

Machine learning research abroad began in the 1930s, mainly based on data mining, rather than 

real data mining[4]. At present, the United States and the United Kingdom are the leading countries 

in the world, and some research on image analysis has also been carried out in China. For example, 

for the image classifier model in terms of algorithm and technology, from the perspective of image 

retrieval, the method of mapping the content of interest to clusters by clustering (association 

scanning), and then judging whether it is the best mark or target information by similarity is an 

effective, fast and efficient method [5-6]. Some scholars put forward and applied it to data mining. 

He based on clustering theory and established a statistical sample classifier to deal with 

high-dimensional variable information using similar cosine similarity measure. Others believe that 

although some progress has been made in this area, it has not yet met people's expectations. 

Therefore, this paper studies data mining in commercial applications based on machine learning 

technology. 

With the development of database technology, the amount of management data is increasing. 

How to obtain useful knowledge from massive information has become a topic of concern in the 

research of business value and market competitiveness. This paper mainly introduces the 

application of machine learning in the computer field to analyze items of interest to mining users, as 

well as the process of their prediction and classification. Through specific steps such as model 

training algorithm and clustering method, it proposes solutions to the problems existing in 

traditional data mining algorithms and effectively applies the improved data mining algorithms to 

the actual scene, obtaining practical results and bringing profits and considerable value to 

enterprises. 

2. Discussion on the Business Application of Machine Learning Technology in Data Mining 

2.1. Common Commercial Activities 

In daily work, we can see some commercial activities based on data mining, such as advertising, 

sales promotion and others [7-8]. Figure 1 shows the application process of data mining technology 

in business activities. 

W(Q,4)

B(Q,1)

W(1,Q)

Input Radial base Output layer
 

Figure 1. The use process of the data mining technology in commercial applications 

(1) Advertising. It is one of the processes of building a database based on the business model to 

obtain income information from users and forming a customer group after analysis. It may also be 

used in marketing strategies to directly obtain the structure of the target group and make purchase 
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decisions for potential customers. Data mining technology is used in the work content, which is 

widely used in the field of data mining and deeply rooted in people's minds. That is, through the 

collection, classification and processing of a large amount of information, useful users are interested 

in or have been familiar with and trusted by them, or they may choose some buyers who do not 

know the product very well or do not like the business to find others to provide service support as 

potential customers, so as to generate new customer groups after market segmentation and establish 

good business reputation. When we browse the web, we can transmit information to the outside 

world through words and pictures [9-10]. However, due to a large number of unrecognized 

structural points, non-quantitative relations and other problems in the data warehouse, businesses 

cannot effectively classify and recommend these goods to users. However, it is easy to obtain 

satisfactory results by using machine learning technology to integrate them into the content stored 

in the database and the images at the corresponding locations for comparative analysis. 

(2) Marketing activities. Predict the demand of potential customers through the consumption 

habits and behavior information of users. These potential consumers will generally, to a certain 

extent, decisively choose to use products or enjoy relevant experience and treatment when 

purchasing goods or services. The whole business process of obtaining customer information and 

making corresponding sales plans by using data for market research, prediction and purchase is 

called marketing activities [11-12]. In marketing activities, data mining technology is a typical 

application. Its main purpose is to obtain useful knowledge by analyzing and researching a large 

number of potential users' information. It can link some valuable or important business 

opportunities with commodities, and help enterprises effectively integrate the information they need 

to know. After analyzing the relationship between user needs, purchase motivation and other factors, 

we can formulate the next development direction and plan that is suitable for customer psychology 

and behavior habits as well as product strategies. We can also adjust the commodity structure or 

develop new product R&D activities according to the forecast results to meet market requirements 

and achieve sales revenue. 

(3) Search engine. It uses a large amount of customer information in the database as a knowledge 

source to obtain market opportunities and profit points. Social networks (WeChat friends circle) are 

mainly used for interactive communication between consumers and potential consumers to contact 

with existing competitors or other websites. You can also use the rules of information to obtain the 

required content, and provide relevant services and supporting help when users perform 

corresponding retrieval, so as to achieve rapid and effective transmission, processing and sharing of 

information. Data mining technology finds potentially useful or useless parts by analyzing the 

characteristics of a large number of raw data in massive databases [13-14]. 

2.2. Data Mining Technology 

Data mining is to obtain useful information through new statistical rules and methods, so as to 

predict things or phenomena. Therefore, we can carry out some prediction and reasoning tasks 

according to this feature, use clustering and organizational structure model to classify their 

relationship types, and then obtain the relevant feature information between different categories, 

and form a new category data set. We can use decision trees to achieve classification and de specify 

the regularization form, so that the training set can more effectively complete tasks. At this stage, 

data mining technology mainly has two classifications, rule analysis based and support vector 

machine algorithm [15-16]. According to different research objects or purposes, it can be divided 

into model types such as modeling and regression for specific problems, and model types defined 

for typical human decision-making processes with certain similarity. According to research tools, it 

can be roughly divided into machine learning methods, statistical inference methods, and artificial 



Machine Learning Theory and Practice 

30 

 

neural networks. In the actual research, it is found that people's views on things will change over 

time. According to the business intelligence website, different types of users use their own needs 

and other product related attributes to make a simple description of the commodity category, and 

consider how data mining technology is implemented, and whether it can help enterprises make 

better management decisions, so as to get more effective prediction results. Conditional probability 

of occurrence of Y in transaction X: 

Support(X)

Y)Support(X
=Y) (XConfidence




           (1) 

Rule X=>Y's support in database D is the ratio of the number of transactions containing X and Y 

in the transaction set to the number of all transactions, which is recorded as: 

Y)port(X sup = Y) Support(X             (2) 

It includes several different types of algorithms, such as feature based and non-parameter 

grouping methods and decision tree based modeling, to pre train the data set, and then use online 

selection of viscosity coefficient, similarity index and information entropy to realize the probability 

estimation of machine learning. 

2.3. Machine Learning Algorithm 

Machine learning algorithm is a way to obtain data and knowledge through computers. It is 

mainly composed of three parts, sample classification, clustering and training set. Among them, 

sample analysis includes two aspects. First, a large amount of original information contained in the 

database should be extracted, and then the results of these samples should be converted into feature 

space values to represent the relationship between input and output. The structure of artificial neural 

network is one of the typical BP algorithm models. The algorithm learns and imitates the internal 

structure of the human brain neural system. In the process of classification, we should first extract 

the features of the samples. Then the potential information is mapped to the computer according to 

the inherent relationship between samples. 
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Figure 2. The process of machine learning technology 

Through this process, we can get the output results of the training set and test set, that is, the 

model output (as shown in Figure 2). According to the above algorithm steps, we know that the 
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node is the most important in data mining. It determines whether a random event will occur or how 

much its probability will change by experimenting with it, calculates the weight required in these 

results, and then quantifies the process to get the final conclusion and compare it with the actual 

situation. Finally, make decisions based on the results obtained, and give implementation plans and 

methods [17-18]. In order to classify a given sample x ∈ R, we first need to obtain k nearest 

neighbor samples of each sample in the transformed feature space F, and then find an optimal 

separating hyperplane on the k nearest neighbor samples. In fact, that is to say, the local support 

vector machine algorithm builds the training model on the k nearest neighbor samples in the feature 

space F of each training sample x, unlike the traditional support vector machine, which builds the 

training model on all samples. The decision rules of local support vector machine are as follows: 

  b)+x),YK(xsign( =KNNSVM(x) ir

k

1i
x




          (3) 

The function of r reordering training samples is obtained from the dual optimization problem of 

support vector machines using nearest neighbor points as training sets. 

3. Experimental Process of Business Application of Machine Learning Technology in Data 

Mining 

3.1. Business Application Model Based on Machine Learning Technology 
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Figure 3. Business application model based on machine learning 

The business application model based on machine learning (as shown in Figure 3) is a new 

system built based on data mining technology, statistical analysis, prediction analysis results as the 

research core, and optimization of existing algorithms. Through face-to-face communication and 

discussion with experts, mutual communication and interaction can be formed to improve team 

cohesion and enthusiasm. At the same time, data mining technology can also be used for purposeful 

learning to build models and achieve significant results in prediction. The algorithm analyzes and 

studies decision-making problems through data mining, so that better economic benefits, social 

effects and other related aspects depend to a large extent on the very accurate matching between the 

means used for data information processing and model parameters, and the business application 

model based on machine learning technology provides a more complete and accurate prediction 

system. 
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3.2. Performance Test of Business Application Model Based on Machine Learning Technology 

In the process of testing the business application model, we need to analyze the performance and 

effect of the developed model, so as to obtain an accurate, reliable, correct use of data mining 

results and a high degree of prediction ability and timely feedback to users. First, it is necessary to 

determine whether the algorithm can obtain enough experimental samples, and judge whether its 

running speed, stability and other parameters can reach the expected value or exceed the standard 

through testing. Second, it is necessary to verify and explain the accuracy of the required data 

during the running process to ensure the validity and rationality of the model. 

4. Experimental Analysis on Business Application of Machine Learning Technology in Data 

Mining 

4.1. Performance Test Analysis of Business Application Model Based on Machine Learning 

Technology 

Table 1 shows the performance test data of the commercial application model. 

Table 1. Commercial application model performance test 

Test times 
Business activity data 

processing time(s) 

Apply the model to 

process the delay 

time(s) 

Applied model 

prediction 

efficiency(%) 

1 54 10 85 

2 45 15 86 

3 42 11 83 

4 35 14 89 

5 40 12 92 

 

 

Figure 4. Performance test of commercial application models based on machine learning 

technology 

In the process of testing, the performance of the data mining model mainly depends on the 

experimental results, while the commercial application software has high requirements for 

algorithms and parameters, so it is feasible to use machine learning technology to test. At present, 

this paper uses the simulation evaluation method to calculate the accuracy, experimental efficiency 

and analysis accuracy of sample items, and uses a large number of data sets and tools to test 
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whether there are significant differences in the performance of data models under different 

conditions. It can be seen from Figure 4 that the performance of machine learning in the business 

application model in data mining is relatively reasonable, and the model processing time is 

relatively short, which meets the user's needs. 

5. Conclusion 

In the computer field, data mining is an important research direction, and one of the main 

applications is machine learning technology. This paper will analyze and discuss it from several 

aspects. Firstly, this paper introduces some research achievements and applications in this field in 

our country at present. Secondly, it outlines what problems exist in the development process of 

current machine learning technology and summarizes the reasons. Finally, based on this, this paper 

proposes a model to effectively reduce the prediction error rate, which provides a certain degree of 

application in the relationship similarity between research objects through data mining algorithms. 
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