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Abstract: With the continuous development of social economy, enterprises have higher and 

higher requirements for production efficiency and product quality. How to complete the 

task assignment under the basic constraints of ensuring production capacity and low cost is 

the main problem faced by the manufacturing manufacturing industry. This paper presents 

a fault-tolerant strategy for distributed systems. Firstly, the paper gives the research 

background and significance. Secondly, it introduces the layered scheduling model based 

on EDF and the distributed system with weight weighting designed by particle swarm 

optimization algorithm. The simulation scheme is tested and analyzed by MATLAB 

software to verify the results. Finally, it is concluded that the scheme can fully ensure the 

stability of the scheduling process in the actual working environment. The stall error rate is 

also guaranteed to be within the range of failure, so it can be widely used in various fields. 

1. Introduction 

With the development of computer technology, fault-tolerant scheduling using distributed 

systems has become a very hot topic in the research field. Due to the continuous expansion of the 

enterprise's production scale, the acceleration of product upgrading and the improvement of 

customers' requirements for service quality, the traditional task allocation method can no longer 

meet the complex and changeable demands in the market competition environment [1-2]. In the 

multi-objective decision-making optimization problem, the most common is to analyze the 

fault-tolerant scheduling algorithm for the selection process of the combined resource allocation 

scheme, which has become one of the most important and effective methods with the best 

universality [3-4]. 

With the rapid development of distributed system, the research on it has become a hot issue. 

American scholars have given a definition of equipment selection strategy in a distributed system. 
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When the available resources in a region are analyzed and calculated and then allocated to a specific 

task (or activity) and corresponding resources need to be configured, priority will be given to the 

task or activity that requires the lowest cost and can achieve the maximum optimized operation 

efficiency, that is, the optimal scheduling scheme [4-5]. The domestic research on distributed 

system started late, and it was not until the 1990s that we began to explore it deeply. At present, the 

application of distributed systems in China is mainly concentrated in industrial enterprises and 

commercial fields. Some scholars proposed a heuristic particle swarm optimization (PID) based 

allocation method for traditional probabilistic scheduling problems, and proved through simulation 

that this strategy can improve work efficiency, reduce production costs and reduce resource waste to 

achieve the goals, and also provide ideas and technical support for future large-scale deployment of 

fault-tolerant tasks [6-7]. Therefore, based on EDF, this paper designs a fault-tolerant task 

scheduling algorithm for distributed systems. 

With the continuous progress of society and the rapid development of network technology, the 

competition between enterprises becomes more and more fierce. For a company which is 

developing rapidly and has a certain scale and high profit, how to realize resource sharing is an 

urgent problem to be solved. In order to solve this problem, distributed system is proposed in this 

paper as an important method to deal with some large-scale complex tasks (such as meetings, 

scheduling, etc.), which may occur in production but can not meet the needs well or can not allocate 

effective work time under certain conditions. On this basis, heuristic search algorithm is used to 

optimize the solution. 

2. Discussion on Fault Tolerant Task Scheduling Algorithm for Distributed System Based on 

EDF 

2.1. Fault Tolerance of Distributed System 

The implementation fault tolerance problem of distributed system refers to how to allocate the 

proportion of each task in the whole life cycle when a fault occurs at a certain time, so that the 

whole system is in a safe and stable operation state [8-9]. Scheduling problem is a typical and 

complex assignment model, which involves multiple tasks. What needs to be considered in this 

process is that when the scheduling fails, the entire fault-tolerant task will fail. (1) Fault tolerance. 

This strategy aims at the overall optimization of the system and allocates resources for each 

execution node. (2) The characteristics of high load characteristics and dynamic performance 

requirements, fast response speed and low cost will affect the quality of the system, so it is 

necessary to ensure that it can effectively solve these problems. For the two common events 

mentioned above, one is scheduling failure and the other is failure to start. What we are talking 

about here is a random event (such as equipment failure and other emergencies when there is no 

equipment configuration on different time nodes) or an accident caused by a failure when a task 

cannot be started after the scheduling is successful. During the implementation of the distributed 

system, each area needs to set a certain number of tasks to allocate corresponding areas to complete 

specific functions, but these tasks are usually ignored in the schedule. If we consider the actual 

problems, the distributed system may not operate normally. Fig. 1 is a general model of scheduling 

problem. 
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Figure 1. A general model of the scheduling problems 

2.2. Fault Tolerance Strategy for Distributed System 

There are mainly two fault-tolerant strategies for distributed systems. One is to use existing 

resources, that is, to design a reasonable, economical and efficient scheme by analyzing existing 

resources. There are many feasible options in these alternative missing sets and their sizes are 

constrained. For example, some uncertain problems may be encountered in actual situations, or it is 

impossible to know whether there are alternative solutions, or there is no clear boundary value. The 

other is to optimize the existing feasible solution and generate a new method. It is user-centered and 

decides whether to use this scheme or other feasible solutions as the final goal according to the 

scheduling object and scheduling problem itself. For large enterprises, the first consideration is their 

scale, production capacity and customer distribution, and the second is what kind of methods to deal 

with different types of faults. When fault-tolerant tasks occur, the dispatcher in the system will 

allocate resources according to the user requirements and business requirements in the current 

scenario. However, since the distributed system is a dynamic random process, the corresponding 

strategy cannot be given [10-11]. This paper mainly focuses on the research based on EDF 

algorithm. Firstly, the whole life cycle is divided into three stages: planning stage, implementation 

stage (preparation stage) and stable operation stage. Then, a fault-tolerant task scheduling model is 

established and a feasible scheme design flow chart is proposed. 

2.3. EDF Algorithm 

EDF algorithm mainly uses the existing resources to organize and control the entire network, so 

it needs to consider its dynamic problems and scheduling constraints to determine the optimal 

solution or global search strategy, and ensure that the state of each local node is stable and orderly. 

The algorithm arranges tasks by dividing them into several subgroups, and each group may have 

one or several points, so that different types of users can obtain the same or similar orders of 

magnitude of available resources at the same time. However, because each group of scheduling 

needs a certain degree of time consumption and load intensity (such as working hours, equipment 

capacity and other factors) to ensure that the system can safely and smoothly achieve packet 

allocation during operation. It can help us describe the relationship between these rules and 

phenomena and provide some information for the next processing scheme to support the 

decision-makers to make correct choices or provide basis for formulating strategies [12-13]. 

Therefore, the scheduling problem is to solve the problem caused by the uncertainty of random 

variables, the change of the values of each element in the random range and the different degree of 
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independence of each order. Before scheduling, the number of nodes and tasks corresponding to 

each task should be evaluated and analyzed. Then, according to the number of different sub clusters 

or event generators in the group, determine which data (e.g. output power, etc.) each sub cluster 

needs to process and calculate all the final possible values as the basis for decision-making. Finally, 

select those that are most likely to have problems and are not suitable for allocation to each 

objective function for scheduling through sorting, so as to evaluate and judge the effect required by 

the whole system [14-15]. 

        %100*0/0e eee TmTTT 
             

(1) 

The improvement of the fault tolerance capability of the fault tolerance priority reduction 

strategy compared with the fault tolerance capability of the fault tolerance priority inheritance 

strategy can be measured by Formula 1. 

        %100*0/0em eee TmDTTDT 
            

(2) 

The fault tolerance of EDF algorithm can be measured by formula 2 compared with the fault 

tolerance of single fault hybrid strategy. 

M[1]

M[2]

Y[P1]=9

Y[0]=6 Y[4]=5 Y[4]=6 T[5]=6

T[3]=5 T[5]=9 T[2]=4

 

Figure 2. Schedule the algorithm model 

Distributed system is based on large-scale parallel computing, which optimizes the whole 

process in a given environment. The scheduling algorithm model is shown in Figure 2. If anything 

changes or cannot be adjusted and handled in time, the operation will not continue. This kind of 

situation is called scheduling problem (NP) or random event, and conversely, it is called emergency 

situation or unrecoverable state and other event type problems. In a given environment, the whole 

process is optimized and allocated [16-17]. 

3. The Experimental Process of Fault Tolerant Task Scheduling Algorithm for Distributed 

System Based on EDF 

3.1. Fault Tolerant Task Model for Distributed System Implementation 

On the basis of the above analysis, we propose a fault-tolerant scheduling algorithm for 

distributed systems. This program enables the user to successfully complete the whole process by 
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inputting only one task parameter (such as initial value, state vector, etc.) (as shown in Fig. 3). For 

enterprises of different types and sizes or small companies, there may be multiple files with the 

same or similar formats. Therefore, in order to improve the system operation efficiency and data 

storage capacity to meet the business needs, it is appropriate to adopt a multi-level task allocation 

scheme to store the contents contained in these files. At the same time, it can also be added to the 

subtasks as an independent unit. When a target function is the maximum value, it is required that all 

adjacent units must meet this constraint condition at the same time to achieve the desired output 

results, However, in the actual situation, it is impossible for a node to have a solution set of the 

point in multiple states, and the optimal allocation scheme obtained by optimizing these data is also 

different and limited and affected to different degrees. 
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Figure 3. Distributed system implements a fault-tolerant task model 

3.2. Performance Test of Fault-tolerant Task Scheduling Algorithm in Distributed System 

In order to test the performance of fault-tolerant task scheduling algorithm, we need to simulate 

the following three aspects. In each period, the actual implementation of each period shall be 

calculated separately. If a stall error occurs (i.e., the zero offset probability value is less than 0.1), a 

false trigger failure event will occur. Otherwise, the restart program cannot be started and returned 

to the initial state or continue to work to the original position to avoid erroneous upgrading of 

system failure or stopping system update. 

(1) Through system analysis, the feasibility of implementing fault-tolerant task scheduling 

method in distributed system is determined, and the performance test is carried out according to 

relevant literature and simulation results. 

(2) After the fault-tolerant allocation algorithm is designed, the data information such as the 

program running time, the real-time situation and the actual output results need to be processed. 

(3) The redundancy measures generated by different schemes are calculated, and the expected 

distance method is used to determine whether each optimization item can reach the expected target 

value. The white box simulated annealing strategy is used to analyze the possible conditions during 

the implementation of the system, and solutions and suggestions are given to improve the overall 

performance index. 
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4. Experimental Analysis of Fault Tolerant Task Scheduling Algorithm for Distributed 

System Based on EDF 

4.1. Performance Test and Analysis of Fault Tolerant Task Scheduling Algorithm in 

Distributed System 

Table 1 is the performance test data of fault-tolerant task scheduling based on EDF algorithm. 

Table 1. Fault-tolerant task scheduling 

Test times Availability ratio(%) Program run time(s) The shutdown error 

1 84% 3 3 

2 83% 3 4 

3 88% 2 4 

4 85% 3 3 

5 86% 2 4 

 

 

 

Figure 4. Schedule algorithm performance 

On the MATLAB platform, the simulation fault-tolerant task scheduling algorithm is established, 

and the results are compared and analyzed (as shown in Fig. 4). After summing up and analyzing 

the problems found in the experiment, we can draw the following conclusions: there are some 

shortcomings in the traditional allocation method that need to be improved, such as large resource 

constraints, inability to consider the distributed system status and data collection capacity 

constraints, which will lead to low allocation efficiency and even failure. However, the scheme can 

fully ensure the stability of the scheduling process in the actual working environment, and the 

running time is relatively short. The stall error rate is also guaranteed to be within the range of 

failure, so it can be widely used in various fields. 
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5. Conclusion 

With the popularization of the Internet and the continuous improvement of the technology level 

of the information industry, distributed systems have been more and more widely used in 

enterprises. This paper mainly aims at improving the traditional fault-tolerant scheduling algorithm. 

By analyzing the existing literature and simulation results, it can be seen that for large-scale 

distributed systems or data models that have failed, a subtask based allocation scheme can be used 

to solve the problems that the expected objectives (i.e., time constraints) cannot be achieved or the 

efficiency is low in the actual situation, while for small batch dynamic decision-making processes, 

time factors need to be considered to ensure that fault-tolerant scheduling is completed within the 

optimal solution range. 
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