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Abstract: With the increasing impact of natural disasters, people have gradually begun to 

pay attention to disaster risk and incorporate risk management into various disaster 

reduction actions to reduce disaster losses more effectively. In order to solve the 

shortcomings of the existing research on dynamic assessment of agricultural drought risk, 

based on the discussion of the steps of dynamic assessment of drought risk and the 

components of drought risk, as well as BP neural network and random forest algorithm, 

this paper briefly discusses the indicators and weights of drought risk assessment and the 

establishment of empirical data samples, and discusses the design of dynamic assessment 

model of agricultural drought risk. Finally, the random forest evaluation model designed in 

this paper is compared with BP neural network and variable fuzzy controller. The 

experimental results show that the accuracy of random forests in assessing the regional risk 

level of drought is 97.3% on average. The recognition accuracy of random forest and BP 

neural network is better than that of variable fuzzy controller. Therefore, it is verified that 

the agricultural drought risk dynamic assessment method based on machine learning has 

high practical value. 

1. Introduction 

Dynamic assessment of agricultural drought risk. The distribution trend of drought risk can be 

obtained, and the distribution of drought resistance capacity can be further obtained, so as to 

provide a basis for drought resistance and disaster reduction, help reduce drought losses, and at the 

same time, the limited drought resistance can be invested in areas with weak drought resistance, so 

as to improve the effectiveness of drought resistance. 

Nowadays, more and more scholars have done a lot of research in the dynamic assessment of 

agricultural drought risk through various technologies and system tools, and have also made certain 



Machine Learning Theory and Practice 

45 
 

research achievements through practical research. Baumhauer selected Gannan Prefecture as the 

research area, combined with GIS spatial analysis and statistical methods, and selected SPEI as the 

best time scale for drought monitoring of alpine meadow in Gannan Prefecture. In addition, based 

on SPEI index and drought risk probability model, drought ecological risk assessment was carried 

out. From the perspective of spatial distribution, in the past 10 years, drought in alpine meadow 

growing season mainly occurred in the east of Gannan Prefecture, while the frequency of drought in 

the west was relatively low [1]. RafiU used Copula function to calculate the joint recurrence time of 

moderate and severe drought in Weihe River basin of China, and detected the dynamic 

characteristics of drought and other multi-attribute risks through a sliding window with three year 

intervals. The main driving forces of drought dynamic evolution were studied by using cross 

wavelet transform. The results show that since the 1980s, the multi attribute risk of drought in the 

basin is generally high. The drought risk in the basin is closely related to sunspots [2]. Roy B D 

developed a new method for drought risk assessment system based on Hilbert Huang transform 

(HHT) method to understand the spatial distribution of groundwater drought risk. We used HHT to 

analyze the drought vulnerability, the temporal and spatial variation characteristics of groundwater 

level and the physical mechanism of groundwater factors, to quantify the sensitivity of groundwater 

to the environment, and to show the recovery capacity of each region. In addition, the drought 

hazard is determined using a standardized precipitation index, and the dynamic drought intensity 

gives the durability characteristics of each region. Drought exposure was also investigated to 

quantify livelihoods that meet people's water needs at specific population densities. The research 

results can be used for water resource management, drought resistance, sustainable development of 

groundwater resources and decision-making to determine drought risk [3]. Although the existing 

research on agricultural drought risk dynamic assessment method is very rich, there are still many 

problems in its practical application. 

This paper mainly evaluates and analyzes the four major indicators, namely, the risk of disaster 

causing factors, the sensitivity of disaster pregnant environment, the vulnerability of disaster 

bearing bodies, and the ability to prevent and reduce disasters. The corresponding impact factors are 

evaluated and analyzed through the drought risk index method. Finally, a comprehensive weighted 

analysis is conducted to regionalize the drought disasters in Gansu Province. Based on this, the 

dynamic assessment model of agricultural drought risk is established through the random forest in 

the machine learning algorithm, in which the five fold cross method is used to train and verify the 

correctness of the model calculation results. Finally, by selecting BP neural network and variable 

fuzzy controller to compare the accuracy with the random forest evaluation model proposed in this 

paper, the experimental data verify that the evaluation effect of machine learning algorithm is better 

than the traditional evaluation model. 

2. Research on Dynamic Assessment Design of Agricultural Drought Risk Integrated with 

Machine Learning 

2.1. Dynamic Assessment of Drought Risk 

According to the idea of drought risk assessment, the main steps of comprehensive assessment of 

regional drought risk are: 

(1) Data collection: The collected data shall include the following contents: first, the regional 

background and basic information of disaster bearers in the region shall be assessed; second, the 

characteristics of drought disaster causing factors; third, the vulnerability of disaster bearers and the 

regional drought resistance and mitigation capacity; fourth, the historical disaster information [4]. 

(2) Risk identification: drought risk identification generally includes three aspects: identification 

of risk sources, identification of disaster bearing bodies and identification of disaster pregnant 
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environment [5]. 

(3) Assessment of drought risk degree: under the guidance of the systematic view of drought 

disaster, the risk assessment of drought disaster is to analyze and predict various risk indicators of 

drought disaster pregnant environment and disaster causing factors based on historical drought data 

[6]. 

(4) Assessment of vulnerability of hazard bearing bodies: generally, according to different types 

of hazard bearing bodies, the evaluation index system is constructed from the physical exposure of 

regional hazard bearing bodies, disaster loss sensitivity and regional drought resistance and disaster 

reduction ability, and then the analytic hierarchy process (AHP), fuzzy comprehensive evaluation 

and other methods are used for coupling to conduct comprehensive evaluation [7]. 

2.2. Drought Risk Components 

(1) Risk: For drought risk, its risk refers to the probability of encountering drought of a certain 

degree in a certain regional environment at a certain time, which can be quantitatively described by 

the frequency or recurrence period in probability statistics [8]. 

(2) Disaster loss sensitivity: refers to the degree of vulnerability of a disaster bearing body to 

damage and damage caused by a certain disaster, which reflects the inherent attributes of a disaster 

bearing body under the action of different disaster causing factors [9]. For the drought risk, the 

higher the disaster loss sensitivity of the general bearing body is, the more vulnerable it is to the 

drought loss, and the higher the corresponding drought risk is [10]. 

(3) Drought resistance: refers to the ability of disaster bearing bodies to take corresponding 

adjustment measures to mitigate or avoid drought losses when facing drought [11]. Generally 

speaking, the higher the drought resistance capacity of the disaster bearing body, the smaller the 

corresponding drought risk. For example, in a drought prone area, the more drought resistant water 

conservancy projects are. 

2.3. Machine Learning 

(1) BP neural network 

From the overall view of the neural network structure, it mainly has two modules: feature 

extraction module and classification module. The feature extraction module mainly extracts the 

features of the input image through its unique convolution structure to form a feature map. In the 

classification module, the input of the first full connection layer is the feature image obtained after 

feature extraction by the convolution layer and pooling layer [12]. 

(2) Random forest 

A random forest is a large tree classifier consisting of a series of small tree branches. Each small 

branch is an independent tree. Each branch randomly selects a small group of input variables to be 

divided on each node, uses the CART method to plant trees, and does not prune them to maximize 

their size [13]. 

The theoretical basis is as follows: Set the classifier set as 
 )(),...,(),( 21 GkGkGk i , randomly 

extract the training set from the distribution of random vectors G  and N , and define the total 

boundary function as: 

))(())((),( max sGkLcxNGkLcxNGmf ii

Ns

ii 
     (1) 

Where, is the index function, ),( NGmf  is the difference measurement value, random vectors 
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G , N , and the degree to which the number of correct classifications exceeds the number of other 

classifications. The greater the difference, the better the classification effect [14]. 

Based on the large number theorem, the generalized error function 
WR  is introduced to prove 

that the random forest converges everywhere and will not produce transition fitting. The calculation 

formula is as follows: 

)0),((,  MGmfWWR NG     (2) 

)0)),((max))(((, 


sGkWNGkWW
Ns

NG 
    (3) 

The upper bound of the generalized error function is expressed by the strength 
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 [15]. 

3. Research on Dynamic Assessment of Agricultural Drought Risk by Integrating Machine 

Learning 

3.1. Drought Risk Assessment Indicators and Weights 

In this paper, 13 small factors under these four indicators are finally determined by reading a 

large number of references, drawing on domestic and foreign research methods and combining the 

drought characteristics and actual conditions of Gansu Province [16]. The weight value of each 

index factor is determined by using the analytic hierarchy process. Table 1 shows the drought risk 

assessment indicators and weight values of Gansu Province. The weighted comprehensive analysis 

method combined with the natural breakpoint method was used for classification, and the spatial 

distribution map was obtained, which was finally used for the study of drought risk assessment [17]. 

Table 1. Drought risk assessment indicators and weights in Gansu province 

Target layer Criterion layer 
Weight 

value 
Indicator layer 

Weight 

value 

Risk 

assessment 

Risk of disaster causing factors 0.35 

Light drought 0.1 

Moderate drought 0.2 

Severe drought 0.3 

Extreme drought 0.4 

Susceptibility of pregnant 

environment 
0.25 

Percentage of precipitation 

anomaly 
0.5 

Vegetation coverage 0.3 

Field capacity 0.2 

Population density 0.4 

Vulnerability of disaster bearing 

body 
0.3 Economic density 0.2 
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Proportion of cultivated land 

area 
0.3 

Land average large livestock 0.2 

Ability to prevent and mitigate 

disasters 
0.1 

Revenue 0.6 

Area affected by drought and 

flood 
0.3 

3.2. Test Data Sample 

After completing the data preparation, the vulnerability assessment of different years is carried 

out by building a model. According to the statistical analysis, as of 2019, 621 of 4541 assessment 

units in the study area had experienced disasters; By 2020, 589 regions have suffered disasters; As 

of 2021, a total of 214 assessment units have experienced landslide disasters. It can be seen that 

drought stricken areas basically account for about 1/10 of the whole study area [18]. According to 

the data structure distribution, there are also some differences in the sampling proportion. The 

sample construction is shown in Table 2 below: 

Table 2. Model sample construction 

Particular year Split sample set Drought stricken area Other areas Sampling proportion 

2019 
Train 621 2147 

10% 

Verification 118 1254 

2020 
Train 589 2457 

12% 

Verification 127 1056 

2021 
Train 214 987 

13% 
Verification 98 567 

4. Application Research on Dynamic Assessment of Agricultural Drought Risk Integrated with 

Machine Learning 

4.1. Dynamic Assessment of Agricultural Drought Risk Integrated with Machine Learning 

Using the established training set and verification set samples, the five fold cross method is used 

to train the verification model, that is, the random sampling with placement is set by the disaster 

risk level. The trained model was used to assess the risk of 4527 drought stricken Fengxian District 

in Gansu Province. Its modeling flow chart is shown in Figure 1. 
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Figure 1. Flow chart of random forest drought risk assessment 

Random forest modeling includes two processes: classification tree growth, voting and model 

prediction. The modeling process is as follows: 

(1) There are n  indicators, and each indicator has m  samples. The total sample size is S , the 

test set is G , the verification set is R , the number of classification trees is k , the depth of the tree 

is x , the number of node characteristics is f , and the node termination condition is the minimum 

number of samples or the minimum information gain. 

(2) Bagging method is used to randomly select r  times for putting back, construct a new 

training set, and start training as the root node. 

(3) Each training set is the input data of a single classification tree. If the node reaches the 

termination condition during training, the node is a leaf node. When the predicted output value of 

Set model parameters 

Enter Total Training Set 

Generate training and test samples 

Verification accuracy of five fold cross 
method 

Whether the requirements are 
met 

Enter sample set 

N 

Y 
Output model 

Output evaluation 
grade 



Machine Learning Theory and Practice 

50 
 

the node is the maximum value of the tree, the category recording the maximum value accounts for 

the proportion of the sample set; If the termination is not reached, y  indicators are randomly 

selected from n  indicators to search for the threshold with the best classification effect. 

(4) Repeat step (3) until all nodes of each tree have been trained or reach the termination 

condition. 

(5) According to the generated multiple classifiers, predict the output of the data. The 

classification result is determined by the number of votes. The model with the highest number of 

votes is the required classification model. 

4.2. Application of Dynamic Assessment of Agricultural Drought Risk Integrated with 

Machine Learning 

Use spatial analysis tools to calculate the classification grade of agricultural drought at historical 

points and the classification accuracy of the model, analyze the random forest classification 

evaluation model proposed in this paper, compare the evaluation accuracy with BP neural network 

and variable fuzzy controller, and the algorithm calculation results are shown in Table 3. 

Table 3. Algorithm evaluation results 

Algorithm Variable fuzzier BP neural network Random forest 

Low risk 56.2% 91.8% 95.4% 

Medium risk 76.5% 92.7% 96.9% 

high-risk 79.9% 93.8% 98.7% 

Very high risk 77.3% 95.7% 98.5% 

 

 

Figure 2. Comparison of algorithm evaluation performance 
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It can be seen from the data in Figure 2 that the accuracy of the variable fuzzy identification 

model in the extremely high risk area is 77.3%, the accuracy in the high risk area is high, and the 

accuracy in the low risk area is low, only 56.2%; The accuracy of BP neural network model in 

extremely high risk area is 95.7%, that in high risk area is 93.8%, and that in low risk area is 91.8%; 

The accuracy of high risk areas of random forests is 98.5%, and the distribution of each grade is 

good, among which the accuracy of high risk areas is 98.7%. The accuracy of the machine learning 

model is better than that of the variable fuzzy recognition. The machine learning model evaluates 

the risk level of mountain torrents by learning the historical mountain torrent disaster information, 

which has obvious advantages over the traditional mathematical method in judging the risk level by 

index information. 

5. Conclusion 

In this paper, through the data collection and extraction of disaster data, the drought disaster 

database of Gansu Province is constructed, and the temporal and spatial distribution law and 

occurrence mechanism of historical drought disasters in Gansu Province are analyzed. Select 

drought disaster risk assessment indicators according to disaster analysis, use the random forest 

model to complete the construction of drought disaster risk assessment model in Gansu Province, 

and use the drought disaster database data to verify the accuracy of the model. The experimental 

results show that the random forest algorithm is better than the BP neural network algorithm, 

indicating that the integrated classifier is more comprehensive in the learning process, more 

accurate in extracting historical characteristic values, more powerful in data mining, and better in 

classification and prediction, The weak classifier has some shortcomings, such as over fitting, 

which can be avoided by the integrated classifier. By using machine learning to assess the risk level, 

the commonly used method of dividing county boundaries is broken, which makes the risk level 

more objective and fair. 
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