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Abstract: Sports are a common activity of human beings, and their development levels 

vary in different fields. With the continuous progress of science and technology and the 

increasing level of computer technology, many new algorithms have emerged. This article 

mainly studied the method and implementation principle of Motion Teaching Video 

Compression (MTVC) based on artificial intelligence, and verified through MATLAB 

language simulation experiments the problems and improvement measures in the storage, 

processing, and output result analysis of commonly used data under the applicable 

parameters of this control strategy. Finally, the functionality of the algorithm model was 

tested. The test results showed that the compression ratio of the system was above 85%. 

The video clarity was very high, and the video bitrate was above 720kbps. The video 

decoding time was within 3 to 5 seconds. This could improve the compression effect of 

traditional sports teaching videos and enhance students’ interest in learning. 

1. Introduction 

Robustness is a very important characteristic in the research of motion video compression 

algorithms. It not only affects the data processing process, but also determines its algorithm 

performance [1-2]. For example, when the number of real-time sequences input is small, it can be 

considered that the frame image is relatively complete. However, when selecting representative 

feature values with a large dynamic range or which can well reflect the long amount of information 

required, it is only selected for compression operations. Therefore, when selecting video content, it 

is also necessary to consider robustness to improve the quality of compression coding [3-4]. 
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In the traditional MTVC, many algorithms are based on the analysis of image information, such 

as white noise filtering, inter frame similarity coefficient method, etc. A scholar has proposed a 

MTVC algorithm based on the combination of neural network training and decision tree in an 

article [5-6]. This method analyzes the relationship between moving targets and non velocity, 

acceleration, and other parameters by modeling and processing the data. Scholars have also 

proposed research on MTVC algorithms based on neural networks. This compression method 

obtains the training set from the original sample library by training and analyzing the dataset, learns 

the sample set, and classifies it based on its features. The online word segmentation technology is 

used to divide the data into different types for storage and retrieval [7-8]. Therefore, this article was 

based on artificial intelligence to study the compression algorithm for sports teaching videos. 

The application of sports teaching videos in the classroom is becoming increasingly common. 

This article mainly studied mobile micro courses, PPT, and other network learning resource 

compression methods based on artificial intelligence algorithms. There are problems when 

annotating commonly used text blocks and symbols in traditional cognitive contexts. By analyzing 

the relationship between common text box formats and unstructured information databases, a video 

teaching control strategy is proposed that combines image feature extraction and retrieval 

technology with motion object detection algorithms to achieve motion object classification, so as to 

better complete classroom tasks and provide reference for teachers. 

2. Exploration of MTVC Algorithm Based on Artificial Intelligence 

2.1. Extraction of Key Frames for Motion Posture 

With the development of machine learning technology, extracting motion pose keyframes has 

become a hot research direction in the field of computer vision. Motion pose keyframes refer to 

specific keyframes that represent the entire motion state during the motion process. For example, 

during human walking, there are often two keyframes representing a step. Therefore, extracting 

these key frames is of great significance for applications such as dynamic video classification and 

human motion analysis. At present, the main methods for extracting motion pose keyframes are 

based on trajectory analysis, deep learning, and neural network methods [9-10]. Among them, the 

trajectory analysis based method divides the trajectory into several segments, and the obtained 

attitude data must meet certain prior conditions. This method requires analyzing the motion 

trajectory to extract keyframes. These methods have certain limitations, mainly due to their poor 

recognition performance for different motion patterns. Meanwhile, due to the different length and 

complexity of time series, this method is also difficult to generalize to any scenario. On the other 

hand, deep learning methods are more common. Usually, this method uses RNN or CNN networks 

to map video frames from sequence space to a feature space. By extracting the statistical 

information of these features, the frame with the highest entropy value is determined. The 

advantage of this method is that it can handle motion pattern recognition tasks of different types and 

lengths, and is suitable for videos with any background information [11-12]. Figure 1 shows the 

process of extracting motion pose keyframes. 
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Figure 1. The flow of extracting motion posture key frames 

Extracting motion pose keyframes is a very important and complex task, and there are many 

influencing factors that need to be considered. With the continuous progress of technology, this task 

may become more efficient and flexible in the future. In this section, the method of extracting 

keyframes for dynamic motion postures in motion teaching videos is proposed. This keyframe can 

preserve the original information while reducing data volume, reducing storage costs, and 

accelerating action replay. During the extraction process, considering the selection of keyframes 

and the accuracy of extraction, machine learning technology was used to train keyframes to 

improve their accuracy. 

2.2. Key Frame Reconstruction and Application of Frame Insertion Technology 

Keyframe is an important concept in computer animation, which refers to the most representative 

and significant frame among two adjacent frames marked on the timeline. Keyframe technology 

plays a crucial role in achieving animation effects and optimizing animation performance. With the 

continuous development of computer graphics technology and the increasing application demand, 

the reconstruction of key frame technology and the application of frame insertion technology are 

more and more widely. Firstly, the reconstruction technology of keyframes mainly refers to the 

reconstruction of a new keyframe sequence by analyzing and processing the original animation 

sequence, so as to improve the smoothness and realism of the animation [13-14]. This technology 

can be achieved through a comprehensive approach that involves multiple aspects such as inter 

frame interpolation; pose optimization, and scene reconstruction. For example, difference 

calculation and weight allocation can be performed on the original frames to determine the 

relationship between each frame and generate a new keyframe sequence based on this relationship; 

visual algorithms such as human occlusion detection can also be applied to change the actions of 

objects in animation based on the occlusion relationship between objects. In this way, the 

reconstructed sequence can better reflect the characteristics and details of the animation, and 

improve the quality of the animation. Secondly, frame insertion technology refers to inserting new 

keyframes into existing animation sequences to add detail and realism to the animation [15-16]. 

Figure 2 shows the keyframe feature search process. 
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Figure 2. Keyframe feature search process 

The technique of inserting frames can be applied to various aspects of animation, including 

character actions, scene shooting, etc., and can also dynamically generate new keyframes by 

analyzing and processing the character’s body structure, action patterns, motion trajectories, etc. 

The main problem to be solved in this process is how to use a few keyframes to reflect multiple 

action states, and how to match the differences between the inserted frame and the original frame. 

Key frame technology is very important for animation presentation effect and performance 

optimization, so in the field of modern computer graphics, various new key frame related 

technologies and algorithms are constantly emerging [17-18]. In this section, how to use the 

extracted motion pose keyframes to reconstruct the video is discussed. In order to reduce the 

amount of data, this article proposed an efficient frame insertion technique that could generate small 

capacity videos without affecting the visual quality of the videos. This technology innovatively 

determines when to insert keyframes using artificial intelligence algorithms to solve data 

compression problems. 

2.3. Compression Algorithm 

Compression algorithm is a technique that can reduce the file size of files or data. Its principle is 

to reduce the storage space of data by removing redundant information, thereby compressing the 

data. There are many types of compression algorithms, among which the most common are lossless 

compression and lossy compression. The main idea of lossless compression algorithms is to utilize 

various compression algorithms and technologies to reduce redundant information in source data 

while maintaining the integrity of the source data. This algorithm is usually suitable for application 

scenarios that require maintaining data integrity, such as compressing file formats such as text, 

images, audio, etc. Common algorithms include Huffman encoding, LZW (Lempel-Ziv-Welch) 
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compression algorithm, arithmetic encoding, etc. [19-20]. The lossy compression algorithm 

achieves data compression by discarding some unnecessary information in the source data. This 

algorithm is suitable for situations where the integrity of specific information in compressed files is 

not high, or the source data contains some redundant information, such as the compression of 

multimedia data files such as images, audio, video, etc. Common lossy compression algorithms 

include JPEG, MP3, MPEG, etc. Although lossy compression algorithms can achieve higher 

compression ratios, they may also result in partial information loss of the source data, and there may 

be some accuracy loss in data restoration after compression. Lossless compression refers to the use 

of a compression algorithm to compress a file or data into a smaller file while maintaining the 

integrity and accuracy of the file. This method depends on finding redundant information in a data 

and deleting it to reduce the size of the file without removing any data from the file itself. In order 

to obtain a filter that can map the training data to the expected output, the filter template is solved 

by establishing the minimum output square error and the model. Considering the influence of the 

appearance transformation of the target, l images of the target are simultaneously considered as 

reference samples to improve the robustness of the filter template. The objective function obtained 

from this is as follows: 
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The formula is solved to obtain the closed form solution of the final correlation filter template as 

follows: 
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When using compression algorithms to compress files, it is necessary to understand the file type 

and data structure, as well as use appropriate algorithms and parameters to optimize compression 

performance and speed. For example, image files have obvious duplicate areas, so Hauffman 

encoding is almost suitable for all situations of image compression. In short, compression 

algorithms are a technique that can effectively reduce files or data to a smaller file size. Regardless 

of the compression method used, it is important to use appropriate algorithms and parameters while 

maintaining good compression ratio and data integrity. This algorithm considers both data 

complexity and preserves unique visual effects. At the same time, a comparison was made between 

the encoding methods for keyframes and non keyframes, and evaluations were made from two 

aspects: encoding rate and image quality. 
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3. Experimental Process of MTVC Algorithm Based on Artificial Intelligence 

3.1. Model Composition of MTVC Algorithm Based on Artificial Intelligence 

Model of the motion-teaching video compression algorithm

 Preprocessing module Motion analysis module Frame selection module
Encode the recovery 

module

 

Figure 3. Model composition of MTVC algorithm based on artificial intelligence 

In the field of sports teaching, video compression algorithms developed using artificial 

intelligence technology can effectively optimize and improve teaching quality and efficiency. The 

MTVC algorithm based on artificial intelligence mainly includes four modules (as shown in Figure 

3): preprocessing module, motion analysis module, frame selection module, and encoding 

restoration module. In the preprocessing module, key information, including image features, is 

extracted from the video by analyzing and parsing it. After obtaining image features, the motion 

analysis module can use artificial intelligence technology to perform motion analysis on the image. 

This module adopts deep learning technology, trains models through machine learning, and 

combines traditional motion analysis methods to perform efficient motion analysis on videos. In the 

frame selection module, the key frames in the image would be selected based on the motion 

analysis results as descriptive frames for the motion process. This module adopts a random decision 

forest based method for frame selection, ensuring that the selected key frames can reflect more 

accurate and complete motion process information. Finally, in the encoding restoration module, 

some efficient encoding restoration algorithms can be used to re encode the selected keyframes to 

achieve video compression. This module mainly utilizes existing video coding standards and 

combines artificial intelligence technology to improve the efficiency of video encoding and 

restoration by learning and optimizing data. In summary, the MTVC algorithm based on artificial 

intelligence achieves refined and efficient processing of motion teaching videos through the 

collaborative action of multiple modules. This technology can effectively improve teaching quality 
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and efficiency, while also having certain commercial value and market prospects. This model has 

multiple inputs and output layers and is suitable for various types of teaching videos. It maximizes 

the reduction of video file volume while ensuring the accuracy of motion postures and visual 

effects. 

3.2. Testing of the Function of the MTVC Algorithm Model Based on Artificial Intelligence 

With the rapid development of artificial intelligence, sports teaching video resources are 

becoming increasingly abundant, but these video files often face difficulties in storage and 

transmission due to their large size. To solve this problem, an algorithm model that can quickly 

compress motion teaching videos is needed. This article mainly introduced the functional testing 

process of the MTVC algorithm model based on artificial intelligence. During the testing process, it 

is necessary to prepare some test datasets that include different types of sports teaching videos, such 

as yoga, fitness, dance, etc., as well as videos with different resolutions and compression ratios. 

These datasets are input into the algorithm model to examine the impact of the model on the quality, 

bit rate, and decoding time of compressed videos. The main indicators are as follows: Firstly, 

compression ratio: While maintaining video quality, the compression ratio that the model can 

achieve is one of the key indicators. High compression ratios can lead to video distortion and other 

issues, thereby affecting the user’s visual experience. The second is video clarity: Video clarity is 

an important indicator for measuring video quality. Has the clarity of the video significantly 

decreased after compression? If so, what is the degree of reduction? The third is the bit rate: The 

compressed video bit rate of the model refers to the number of bits transmitted per second in the 

video. The algorithm of the model should ensure that the video still has a good visual effect even 

with high or low bit rates. The fourth is decoding time: It refers to the time required for the 

compressed video to be decoded into the original video. The algorithm of the model should ensure 

that the decoding time does not increase too much; otherwise it would affect the user experience. 

Based on the above indicators, this article could conduct functional testing on the model. The test 

results should include data on model usage, throughput, and performance. In addition, it is also 

necessary to conduct testing based on practical application scenarios, such as whether the 

compressed video of the model can effectively improve user click through when promoting sports 

products on e-commerce platforms. In summary, when conducting functional testing on the MTVC 

algorithm model based on artificial intelligence, key indicators such as compression ratio, video 

clarity, bit rate, and decoding time should be paid attention to. At the same time, it is also necessary 

to conduct testing in conjunction with practical application scenarios in order to better meet user 

needs. 

4. Experimental Evaluation of MTVC Algorithm Based on Artificial Intelligence 

Table 1. Performance test of MTVC algorithm 

Test times Compression ratio (%) Video clarity Code rate (kbps) 

1 87 High 720 

2 89 Very high 1080 

3 85 High 720 

4 86 High 720 

5 87 Very high 1080 

This article would test and analyze the functionality of the model. This algorithm combines 

multiple machine learning technologies to optimize the compression processing of motion teaching 

videos. It not only greatly reduces the size of video files, but also ensures the clarity and 
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smoothness of the video. Next, this article tested and analyzed the functionality of the MTVC 

algorithm model based on artificial intelligence. The algorithm model includes the following 

functions: video preprocessing function. This function optimizes the original video through 

techniques such as image processing and image enhancement. This can eliminate factors such as 

horizontal lines and noise in the video, and improve the quality of the video. Secondly, it is the 

video segmentation function. This function would divide the video content into several keyframes 

and optimize each frame based on parameters such as the video’s motion position and angle. This 

can reduce the size of the video file and reduce the degree of compression distortion in the video. 

Thirdly, it is a video encoding function based on deep learning. This function utilizes Convolutional 

Neural Networks (CNN) to encode and process videos, improving compression rate and video 

quality. In addition, the encoder also has adaptability and can automatically adjust parameters based 

on different styles of videos to optimize compression performance. From Table 1, it could be seen 

that the compression ratio of this algorithm was above 85%, and the video clarity was very high, 

with a video bitrate of over 720kbps. 

 

Figure 4. Video decoding time 

The algorithm model also includes functions such as face detection and action analysis. These 

functions can monitor in real-time whether the movements in the video are standard and effective, 

and allow users to use image recognition technology to better master sports skills and exercise 

methods. From Figure 4, it could be seen that the video decoding time of the algorithm model was 

within 3 to 5 seconds. In summary, the MTVC algorithm model based on artificial intelligence had 

multiple excellent functions. Through testing and analysis, it could be found that these functions 

were very reliable and stable in practical use. It is believed that the algorithm model would play an 

important role in the field of sports education, helping more people achieve a healthy lifestyle. 

5. Conclusions 

Sports are an important strategy for a country’s development, and they belong to the 

crystallization of human wisdom, which is closely related to human life. This article first introduced 

the basic knowledge of algorithms required for programming based on machine learning algorithms. 

After analyzing and comparing traditional commonly used compression packages and implementing 

corresponding improvements based on actual needs, the software was applied to the compression 
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and playback process of sports teaching videos. The feasibility, effectiveness, and operability of this 

method were verified through experiments. Through experimental comparison, the impact and 

mechanism of this method on different types of students were verified, and its compressed data 

simulation results were compared on the MATLAB platform. 

Funding 

The work presented in this paper is financed by Ministry of education's second batch of 

University-Industry Collaborative Education Program in 2021(No.:202102270001). 

Data Availability 

Data sharing is not applicable to this article as no new data were created or analysed in this 

study. 

Conflict of Interest  

The author states that this article has no conflict of interest. 

References 

[1] Silva W, Mikowski A, Casali R M. No-Reference Video Quality Assessment Method Based on 

Spatio-Temporal Features Using the ELM Algorithm. IET Image Processing, 2020, 14(7):1316 

– 1326. 

[2] Wang H, Wang T, Liu L, et al. Efficient Compression-Based Line Buffer Design for 

Image/Video Processing Circuits. IEEE transactions on very large scale integration (VLSI) 

systems, 2019, 27(10):2423-2433. 

[3] Kamel K, Smys S, Bashar A. Tenancy status identification of parking slots using mobile net 

binary classifier. Journal of Artificial Intelligence, 2020, 2(03): 146-154. 

[4] Dastres R, Soori M. Artificial neural network systems. International Journal of Imaging and 

Robotics (IJIR), 2021, 21(2): 13-25. 

[5] Zhang J, Tao D. Empowering things with intelligence: a survey of the progress, challenges, and 

opportunities in artificial intelligence of things. IEEE Internet of Things Journal, 2020, 8(10): 

7789-7817. 

[6] Yan G, Woźniak M. Accurate key frame extraction algorithm of video action for aerobics online 

teaching. Mobile networks and applications, 2022, 27(3): 1252-1261. 

[7] Zhong L. A convolutional neural network based online teaching method using edge-cloud 

computing platform. Journal of Cloud Computing, 2023, 12(1): 1-16. 

[8] Divya V, Sri R L. Docker-based intelligent fall detection using edge-fog cloud infrastructure. 

IEEE Internet of Things Journal, 2020, 8(10): 8133-8144. 

[9] As’ ad F, Avery P, Farhat C. A mechanics‐informed artificial neural network approach in 

data‐ driven constitutive modeling. International Journal for Numerical Methods in 

Engineering, 2022, 123(12): 2738-2759. 

[10] Fernández E G, Orozco A L S, Villalba L J G. Digital video manipulation Detection technique 

based on compression algorithms. IEEE Transactions on Intelligent Transportation Systems, 

2021, 23(3): 2596-2605. 

[11] Qian J. Research on artificial intelligence technology of virtual reality teaching method in 

digital media art creation. Journal of Internet Technology, 2022, 23(1): 125-132. 



International Journal of Educational Curriculum Management and Research 

18 
 

[12] Joy H K, Kounte M R. Deep CNN Based Video Compression with Lung Ultrasound Sample. 

Journal of Applied Science and Engineering, 2022, 26(3): 313-321. 

[13] Zhou Z, Chen X, Li E, et al. Edge intelligence: Paving the last mile of artificial intelligence 

with edge computing. Proceedings of the IEEE, 2019, 107(8): 1738-1762. 

[14] Vivekanandam B. Evaluation of activity monitoring algorithm based on smart approaches. 

Journal of Electronics, 2020, 2(03): 175-181. 

[15] Mao W. Video analysis of intelligent teaching based on machine learning and virtual reality 

technology. Neural Computing and Applications, 2022, 34(9): 6603-6614. 

[16] Kopalle P K, Gangwar M, Kaplan A, et al. Examining artificial intelligence (AI) technologies 

in marketing via a global lens: Current trends and future research opportunities. International 

Journal of Research in Marketing, 2022, 39(2): 522-540. 

[17] Richardson M L, Garwood E R, Lee Y, et al. Noninterpretive uses of artificial intelligence in 

radiology. Academic Radiology, 2021, 28(9): 1225-1235. 

[18] Hu G, Yu B. Artificial Intelligence and Applications. Journal of Artificial Intelligence and 

Technology, 2022, 2(2): 39-41. 

[19] Saini M, Arora V, Singh M, et al. Artificial intelligence inspired multilanguage framework for 

note-taking and qualitative content-based analysis of lectures. Education and Information 

Technologies, 2023, 28(1): 1141-1163. 

[20] Zhao J J, Li Q. Big Data–Artificial Intelligence Fusion Technology in Education in the 

Context of the New Crown Epidemic. Big Data, 2022, 10(3): 262-276. 


