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Abstract: With the continuous development of information technology and deep learning, 

more and more methodological ideas have penetrated into the application field of speech 

emotion recognition, and how to recognize the emotion expressed in human speech more 

scientifically and effectively has become an important issue in speech emotion recognition 

and neural network research. In order to solve the shortcomings of the existing research on 

speech emotion recognition by fusing deep confidence networks, this paper briefly 

introduces the sample data and parameter settings for the application of speech emotion 

recognition model by fusing deep confidence networks, based on the functional equations 

of Boltzmann machine and the training steps of deep confidence networks and the types of 

speech emotion recognition. The experimental data show that the recognition accuracy of 

deep confidence networks is higher than that of (SVN) and (RNN) models, and the average 

recognition accuracy of deep confidence networks reaches 96%, while the average 

recognition accuracy of (SVN) and (RNN) models reaches 91%, respectively. The average 

accuracy of (SVN) and (RNN) recognition reached 91% and 92%, respectively, thus 

verifying the feasibility of fusing deep confidence networks for speech emotion 

recognition. 

1. Introduction 

Speech emotion recognition is a method of using computer technology to classify and organize 

natural speech information to obtain different emotional characteristics. Using language emotion 

recognition method can allow computer systems to autonomously identify the speaker’s emotional 

state in speech information.  

Nowadays, more and more scholars pay attention to the research of various computer 

technologies and system tools in speech emotion recognition, and through practical research, they 

have also achieved certain research results. Mustaqeem’s research mainly focuses on speech 

features and traditional convolutional neural network models for extracting speech emotion features 
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from speech spectrograms to improve speech emotion recognition accuracy and reduce the 

complexity of speech emotion recognition. Mustaqeem proposes a new SER model that uses the 

construction of key sequence segments based on redialing network groups. The speech emotion 

features are identified by the STFT algorithm and passed to the CNN model to identify and classify 

the obvious features of speech emotion. Mustaqeem speech emotion processing is to extract key 

parts of speech, so that speech emotion information can be easily recognized [1]. Morgan M M 

proposed a new emotion recognition algorithm, which is completely separated from the original 

method of speech acoustic features and combined with speaker gender characteristics. The goal of 

Morgan M M is to obtain information of emotional characteristics from the gender characteristics of 

the initial speaker, which is a form of recognition based on intelligent technology. Morgan M M 

uses deep learning algorithms to automatically extract key information from the speaker’s initial 

speech information for the classification layer to perform speech emotion recognition. This method 

can avoid errors in speech data recognition [2]. Shoiynbek A evaluated the accuracy of 

neuroacoustic emotion recognition models in human-computer interaction. Shoiynbek A influences 

the recognition performance of the model by assuming various things that can happen in the 

speaker’s ambient noise, room layout, and basic information about the speaker. Shoiynbek A 

conducted three tests on the Cub robot system and proposed several effective methods to reduce the 

error between the test value and the true value of the model in acoustic emotion recognition. 

Furthermore, Shoiynbek A demonstrated the necessity of introducing data augmentation techniques 

to improve the effect of model recognition [3]. Although there are many existing researches on 

speech emotion recognition, the research on speech emotion recognition integrated with deep belief 

networks still has certain limitations. 

Therefore, in order to solve the existing problems of speech emotion recognition based on fusion 

of deep belief networks, this paper firstly introduces the mathematical model of Boltzmann machine, 

the training steps of deep belief networks and the concept of speech emotion recognition types, and 

then discusses the fusion of The parameter settings and sample data in the design and application of 

the speech emotion recognition model of the deep belief network. Finally, the speech emotion 

recognition model architecture integrated with the deep belief network is designed, and the 

experimental test is carried out through the specific application effect of the designed model. The 

final experiment shows that this paper the effectiveness of the designed speech emotion recognition 

model incorporating deep belief networks. 

2. Speech Emotion Recognition with Deep Belief Network 

2.1. Boltzmann Machines 

Boltzmann machine is a two-layer structure of neural network, the visible layer is the input layer, 

which is used to accept the input data, and the other layer is the hidden layer, which is the mapping 

of the feature data of the input layer [4]. 

The Boltzmann machine draws on the idea of simulated annealing, and the purpose of model 

training is to find the probability 
)( rf
 of the speech emotion recognition sample under the 

model parameters, where r  is the speech data node, and   is the model parameter [5]. From the 

Bayesian formula, we know that: 


k

krfrf ),()( 
                       (1) 

Among them, k  is the speech emotion hidden layer node, and 
),( krf

 is the joint 
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probability between the speech emotion node and the speech emotion hidden layer node [6]. First 

define the energy function of the speech emotion recognition model as: 

)(  
u

uuv

vu

uuv zazzpG
＜                       2) 

In the above formula, uz
 represents the speech emotion recognition accuracy of node u , uvp

 

represents the connection weight between node u  and node v , and uc
 represents the bias weight 

of the node. It can be seen from the above formula that for nodeu , when it is converted from an 

inactive state (value 0) to an active state (value 1), the change of system energy can be expressed as: 

 
v

uvuvuuu azpzGzGG )1()0(

              (3) 

2.2. Deep Belief Network Training 

The training process of the deep confidence network consists of the following two steps. 

(1) Pre-training 

Pre-training is essentially an unsupervised training process of neural networks [7]. Since the 

deep belief network cannot fully simulate the emotional features of speech, a higher-level network 

is needed to simulate the emotional characteristics of speech, and the training method of deep belief 

network is effective [8]. 

(2) Fine-tuning 

After pre-training, each level of the deep belief network model has been initialized [9]. All RBM 

modules are connected according to the training order, and together with a single-layer neural 

network constitute a deep belief network [10]. to adjust the energy loss function based on the input 

data and the reconstructed data during the training process [11]. 

2.3. Speech Emotion Recognition 

Generally speaking speech emotion features can be divided into three kinds, and this paper 

focuses on rhyme and tone quality features [11]. 

(1) Prosody features 

The prosodic feature mainly reflects the prosody changes of a person’s speech rate, pitch, and 

volume. In calm situations, these data are relatively flat, so they can be used as a measure of 

emotional state [14]. 

(2) Sound quality characteristics 

The sound quality feature is a feature type related to the way of human pronunciation, and its 

influencing factors are the length tension of the human vocal tract and the pressure in the middle of 

the vocal tract [15]. In the types of emotions with strong emotions, it is not enough to use prosodic 

features to separate them, and the discrimination of such emotions can be improved by adding 

sound quality features [16]. 

3. Investigation and Research on Speech Emotion Recognition Integrating Deep Belief 

Network 

3.1. Sample Data 

This paper selects the Danish Speech Emotion Database as the experimental data, and uses four 

emotional scenes that are often expressed by happy, angry, fearful and sad humans in the database 
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[17]. There are 60 samples for each type of emotional speech, a total of 300 sample data. And 100 

training samples, 100 validation samples and 100 test samples for experiments [18]. The specific 

sample datadistribution is shown in Table 1: 

Table 1. Sample distribution 

Emotion Training samples Test sample Test numbers Total 

Happy 37 52 86 175 

Angry 86 28 23 137 

Fear 82 28 17 127 

Sad 79 23 13 115 

3.2. Experimental Parameter Setting 

In the experimental tests of the three recognition models selected in this paper, the only 

difference between the three models is the difference in the classifier connected to the final output 

of the recognition [18]. The sigmoid function was used as the recognition activation function of the 

deep confidence network in the experiments, with the parameters shown in Table 2. 

Table 2. Model parameters 

Model parameters Output layer Hidden layer 

Learning rate 0.02 0.05 

Penalty coefficient 0.002 0.004 

Cycles 200 200 

Degeneration factor 0.002 0.003 

Number of iterations 500 500 

4. Application Research of Speech Emotion Recognition Based on Deep Belief Network 

4.1. Establishment of Speech Emotion Recognition Model Integrating Deep Belief Network 

Deep confidence networks are a common model for deep learning, which consists of a visible 

layer, a hidden layer, and an output layer, where the hidden layer is composed of multiple layers of 

restricted Boltzmann machines, and the role of the hidden layer is to be trained to capture the 

relevance of the data in the visible layer. For the specific recognition framework structure is shown 

in Figure 1. 

The specific training process is as follows. 

(1) In the speech processing block, the visible layer obtains the initial speech input feature vector, 

and the language sample is quantified and selected through the input feature vector of the known 

visible layer and transferred to the hidden layer. It is passed to the input layer to reconstruct the 

feature vector of the speech. 

(2) In the speech sample training and recognition section, the deep belief network is fine-tuned 

through the reconstructed speech sample data, and the speech recognition results are obtained at the 

output layer through layer-by-layer evaluation, and the recognition results are compared with the 

real results. Through the back propagation of the error value, the weights of each layer of neurons 

are fine-tuned again. 

(3) In the speech feature extraction section, after fine-tuning using the deep belief network, the 
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weights between neurons have been successfully constructed, and the speech emotion feature 

parameters are extracted through the deep belief network. 

 

 

Figure 1. Framework diagram of speech emotion recognition model fused with deep belief network 

4.2. Application of Speech Emotion Recognition Integrating Deep Belief Network 

In order to verify the recognition effect of the fused deep confidence network, 150 test samples 

from the investigated dataset were used to compare the accuracy of the proposed algorithm model 

with the other two models (SVN) and (RNN) for the recognition of four emotions in the sample 

speech: happy, annoyed, fearful and sad. 

Table 3. Model identification results 

Emotion Deep Belief Network SVN RNN 

Happy 98.56% 92.26% 94.19% 

Angry 96.89% 93.25% 92.45% 

Fear 97.28% 91.75& 90.85% 

Sad 95.17% 90.18% 91.71% 
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Figure 2. Comparison of model recognition results 

Figure 2 shows the prediction results of the deep confidence network and the (SVN) and (RNN) 

models for the speech emotion categories, where the vertical direction indicates the real emotion 

category of the speech. The accuracy rate of the model recognition results is shown horizontally. In 

the comparison between the deep confidence network model and the (SVN) and (RNN) models, the 

accuracy rate of the deep confidence network for the recognition of the four emotions is 98.56%, 

while the accuracy rate of the (SVN) and (RNN) models is lower than that of the deep confidence 

network for the recognition of the emotions, but the accuracy rate of the recognition is also above 

90%. The accuracy of the (SVN) and (RNN) models is lower than that of the (SVN) and (RNN) 

models, but the accuracy of the (SVN) and (RNN) models is above 90%, and the accuracy of the 

(SVN) and (RNN) models is still higher than that of the (SVN) and (RNN) models in the 

recognition of annoyed emotion, with 96.89%, 93.25% and 92.45%, respectively. This indicates 

that the deep confidence network has a strong recognition effect on speech emotion. 

5. Conclusion 

In this paper, we describe the technical basis of speech emotion recognition model building, 

including the functional equation of Boltzmann machine and two emotion features of rhythm and 

tone quality, as well as the training steps of pre-training and fine-tuning, and analyze the parameter 

setting and sample data of recognition model building. The designed recognition model is compared 

with two other models to demonstrate the superiority of deep confidence networks in speech 

emotion recognition. 
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