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Abstract: Because infrared small target image has the characteristics of low 

signal-to-clutter ratio, small size of target and no obvious shape structure and texture 

information, it is difficult to detect small target in infrared system. Therefore, it is of 

practical significance to study the key and difficult points of infrared detection. This paper 

mainly studies the feature localization technology of infrared laser image based on decision 

tree algorithm. This paper first analyzes the basic theory of feature image matching, 

focusing on the performance of the classical edge feature extraction, point feature 

extraction and description methods. In this paper, the decision tree method is applied to the 

field of infrared dim small target detection, considering the perspective of image 

segmentation, to explore the ability of decision tree to express infrared image targets. 

1. Introduction 

Due to the infrared image imaging distance and the influence of atmospheric transmission, 

infrared weak small targets detection areas there are still many difficult problems, such as infrared 

weak small targets is usually a very weak signal, and the size is very small, the lack of structural 

characteristics, and so on, led to the image background of infrared dim-small target easily drown, 

liable to be ignored, in the test This is particularly deadly in infrared image processing. Therefore, it 

is difficult to study how to apply the target detection algorithm in the field of infrared imaging and 

adapt to the characteristics of infrared images [1-2]. Because of the particularity of this task, the 

general object detection algorithms are not effective in this task. In addition, with the application of 

infrared detection means in many fields, in order to enhance the universality of the algorithm, it is 

of great significance to study the detection algorithm of small and weak targets that can meet the 

real-time performance [3-4]. In addition to the military field, it has application value in many other 

fields. For example, in medical imaging pathology analysis, sea rescue and other tasks, infrared dim 
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small target detection technology helps people to obtain a lot of valuable information [5]. 

Since 1990s, with the development of computers, neural networks have been migrated to infrared 

dim small target detection task. The most representative two-stage target detection algorithm in 

neural networks is Faster R-CNN. The two-stage target detection is mainly aimed at the general 

target detection scene, which refers to the detection using two steps: Firstly, the candidate region is 

framed through the anchor frame, and then the location and category information of the target are 

finally predicted based on the candidate region through parameter sharing [6-7]. In addition, most 

infrared dim dim target detection has certain confidentiality, and there is no benchmark public data 

set with a large amount of data, which leads to the failure to explore the network algorithm based on 

deep learning with good performance in this field. At present, there is a lack of public benchmark 

data sets for research in the field of infrared dim small target detection, and the current neural 

networks are all trained on some specific public data sets with good results. If they are directly 

migrated to the infrared dim small target detection task, the detection effect is not as good as 

expected [8-9]. The fundamental reason lies in the small size of dim and small targets in infrared 

images and few structural features, which are easy to lose only features in the network 

downsampling and lack of partial feature supervision. Therefore, it is necessary to redesign the 

network structure based on the current neural network construction module to achieve the 

characteristics of infrared images [10]. Despite deep learning has such a broad range of applications 

in image processing, but the deep learning can sometimes be too much of a good thing, some tasks 

needed in traditional image processing technology has been able to achieve detection, the general 

image processing algorithm is higher, the same operation can be performed in any image, and the 

depth of the neural network has some limitations in this regard, Therefore, it is necessary to study 

traditional image processing algorithms [11]. 

In this paper, the algorithm is mainly oriented to the static infrared image, aiming to improve the 

accuracy of infrared image feature localization. 

2. Infrared Image Feature Localization Based on Decision Tree Algorithm 

2.1. Basic Theory of Feature Image Matching 

The core of the target localization technology based on feature image matching is the feature 

matching algorithm with good performance. The performance of the feature matching algorithm 

directly determines the performance of the target localization technology. Feature matching is 

divided into three parts: feature extraction, feature description and similarity measurement. In order 

to obtain the target positioning method of image matching with good performance, various classical 

feature extraction and description methods need to be studied and analyzed [12]. 

An edge is the beginning or end of an area, extracted according to sudden changes in color, gray 

or texture. Through the extraction of edge features, each individual in the image can be 

distinguished. Classical edge feature extraction methods include Roberts operator, Sobel operator, 

Prewitt operator, Laplacian operator, LOG operator and Canny operator [13]. Image edge feature 

extraction is realized by derivation. According to the different derivation methods, it can be divided 

into the edge feature extraction method based on first order differentiation and the edge feature 

extraction method based on second order differentiation. According to the principle of the algorithm, 

the Canny operator should belong to the edge feature extraction method based on the first order 

differential, but because the Canny operator has been summarized and improved, with complex 

processing flow, it is a good practical edge detection algorithm. When calculating the gradient, in 

order to pursue the gradient closer to the real partial derivative, scholars adopted different 

calculation methods and realized different edge feature extraction methods [13]. The essential 

difference of various edge feature extraction methods lies in the different convolution templates 
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used. 

When the photoelectric equipment works normally, visible and infrared images taken will have 

obvious noise, blurred boundary and small gray difference between individual regions, which 

requires higher requirements for edge feature extraction algorithm [14]. Infrared image than visible 

light image is clear, the image of individual regional gray level difference is very big, the 

requirements of the low to the edge feature extraction operator, general performance edge feature 

extraction operator can obtain better edge character, grayscale image left half of the individual area 

close to the part of the gray level differences also exist in the individual area of the part, There are 

certain requirements for feature extraction operators [15]. 

The edge feature extraction performance of this kind of algorithm is poor when the gray level of 

individual regions is close to each other. For the left part of the visible image, this kind of algorithm 

almost does not extract the edge feature, and for the left part of the infrared image, most of the edge 

features obtained is in the gray level difference. Among the three classical first-order differential 

edge feature extraction algorithms, the Roberts operator has the worst effect, and the edge extracted 

from the right half of the test image also has edge fracture. The effect of Sobel and Prewitt 

operators is similar, which can well extract the edge features in the case of large gray difference of 

individual regions, but the edge fracture is still obvious, and the effect is still not ideal [16-17]. 

Feature extraction and description are the basis of point feature matching. Different extraction 

and description methods make point feature matching methods have different anti-noise, 

anti-rotation, anti-scale change ability and calculation speed. Features include corner points, center 

points and high curvature points of the image. Corner points are the most commonly used point 

features, which are the collection of pixels with sudden changes in gray level and have certain 

invariance in the image. Classical point feature extraction methods include Harris, SUSAN, FAST, 

SIFT and SURF operators. Among them, Harris, SUSAN and FAST operators use gray information 

to extract point features, while SIFT and SURF operators use curvature to extract point features 

[18]. 

2.2. Decision Tree Algorithm Feature Localization 

The decision tree algorithm divides the data into different subregions after all the data is input 

into the space. The decision tree classification algorithm extracts several sub-region classification 

tree models from the given training samples. At the same time, decision tree is a top-down recursive 

strategy, which is a tree structure composed of a root node, multiple branch nodes and a series of 

terminal leaf nodes. The middle node is the label representing the branching results of the decision 

tree, and the branch node represents the branching algorithm leading to the formation of these 

branching results. The root node is the node at the highest level of the decision tree. 

The root node to each leaf nodes can form a top-down classification rules and the classifying 

each sample under test, only need to start from the root node, in the each branching node branch 

testing, the corresponding node branch recursive layer to the next node, then the node test again and 

has been growing to the leaf node, The data attributes contained in the leaf nodes are the 

classification of the final decision tree. Therefore, the internal nodes represent tests for different 

attributes, and each leaf node stores a portion of the object to be tested. 

This paper selected the ID3 improved algorithm... C4.5 algorithm, different from ID3 algorithm 

which uses information gain to select attributes, uses information gain rate to select attributes, and 

uses pruning to reduce the occurrence of overfitting. 

Suppose a random variable X takes the value {X1, Xn), each of which has the probability {P1, 

Pn). Then the entropy of X can be defined as follows. 
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It is defined as: for each feature in the system, the information increase brought by this feature to 

the system, that is, the information gain, can be obtained by calculating the difference between the 

information amount of the system when it exists and the information amount when it disappears. 

The expression is as follows: 
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In C4.5 algorithm, information gain rate is used to select the growth of attribute branches. 

Information gain rate is composed of information gain and split information and its expressions 

with split information are as follows: 

),(

),(
),(

ASmationSplitInfor

ASGain
ASGainRatio       (3) 

|'|

||
log

|'|

||
),( 2

1 S

S

S

S
ASmationSplitInfor i

i

i


      (4) 

Where is the set of all samples, V(A) is the set of all values of attribute A, v is an attribute value, 

Sv is the set of examples in which attribute A value is v. In this paper, S is all infrared images in the 

training set. 

3. Feature Localization Experiment of Infrared Laser Image 

3.1. Evaluation Index 

In order to reflect the performance of the network more comprehensively, Recall index and OKS 

(Object Keypoint Similarity) index are used to quantitatively evaluate the effectiveness of the 

network. In this paper, OKS is used to evaluate image key points. OKS is generated by Intersection 

over Union (IOU) index in object detection, which is the similarity degree of key points calculated 

by the actual marking value and the predicted value of key point location. 

Recall rate, also known as recall rate, measures the key point recognition rate in this paper, that 

is, whether the same type of key points will be identified as other key points. Its expression is 

shown as follows, where TP stands for positive example prediction becomes positive example in the 

network, FN stands for positive example prediction becomes negative example in the network. 

3.2. Experimental Setting 

In this paper, the preprocessed image is trained. The input image size is 1920×1080, the 

batch_size is set to 1, and the optimizer uses Adam. As the number of iterations increases, the 

learning rate will decrease to half of the original one. 

3.3. Network Comparison 

In order to verify the effectiveness and superiority of the proposed decision tree in locating key 

points on infrared images, the experiment is carried out through infrared images, and the 

experimental comparison between Mask-RCNN, ResNet-101 and the proposed algorithm is carried 

out on data sets, and the performance of the network is quantitatively evaluated through the average 

accuracy, OKS index and recall index. 
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4. Analysis of Experimental Results 

4.1. Training Process Data Comparison 

 

Figure 1. Loss value in network training 

The dataset is trained through several iterations, and the comparison results with the loss values 

of multiple networks are shown in FIG. 1. In the training process, the loss values of the network in 

this paper will not change drastically after each training. Although the loss value of other networks 

also decreases slowly, the loss value of other networks is unstable and difficult to converge quickly 

and stably. As can be seen from the figure, the loss value of the network in this paper gradually 

decreases. After 60 iterations, the loss value of this network is lower than that of other networks, 

and finally converges. 

 

Figure 2. Accuracy during network training 

Figure 2 shows the positioning accuracy of key points using different networks under the 
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infrared image dataset during training. As can be seen from the figure, although the accuracy of 

ResNet-101 network increases faster in the initial training, the network in this paper can achieve 

higher accuracy. 

4.2. Localization Comparison of Different Images 

Table 1. Comparison of accuracy of key point positioning test in different networks 

 Figure 1 Figure 2 Figure 3 Figure 4 

Mask-RCNN 82.4 81.6 84.5 83.7 

ResNet-101 87.9 89.3 88.4 84.7 

Decision tree 92.8 93.1 95.6 94.4 

Table 1 shows the comparison of key point accuracy of the network in the test set, excluding the 

case of missing key point detection. It can be seen from the table that the average accuracy of the 

network in this paper on this dataset is as high as 93.9%. When compared with specific key points, 

the accuracy of most key points of the proposed network is higher than that of other networks. 

Table 2. Comparison of recall rate of key point positioning in different networks 

 Figure 1 Figure 2 Figure 3 Figure 4 

Mask-RCNN 81.9 82.4 83.2 80.1 

ResNet-101 85.7 86.8 86.5 85.6 

Decision tree 91.4 92.5 88.4 90.5 

Table 2 shows the recall rate of key point positioning in different networks in the test set, in 

which the calculation of recall rate includes the missed detection of key points. As can be seen from 

the table, the average recall rate of the network in this paper is 90.7%, indicating that the network 

can accurately identify and classify key points, and its accuracy is lower than that of the test set. 

This is because there is the problem of missing key points in the detection. 

Table 3. Experimental comparison of OKS performance of different networks 

 AP AP50 AP75 APL 

Mask-RCNN 80.5 89.1 83.5 83.4 

ResNet-101 82.2 90.7 84.5 84.7 

Decision tree 85.4 94.1 88.5 88.3 

As shown in Table 3, compared with the above mentioned networks, the proposed network has a 

better effect on AP75 and AP50. 

5. Conclusion 

With the development of science and technology, infrared observation technology has been 

widely used in many fields because of its high detection accuracy, strong robustness and better 

concealment. However, the research of this technology is complicated and difficult, because there 

are many interference factors in the infrared background, such as imaging distance, atmospheric 

radiation, imaging noise and so on. This article will the decision tree method is applied to the 

infrared weak small targets detection field, considering the Angle of image segmentation, explore 

the decision tree of infrared image target expression ability, combined with the feature of infrared 

small target image size and structure, the characteristics of less to gm's decision tree is improved, 

exploring in increase feelings of wild while maintaining network figure of the resolution of the 

image segmentation. 
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